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#### Abstract

The main objective of this paper is to extend Morse-Forman theory to vector-valued functions. Using concepts of combinatorial topological dynamics studied in recent years, in addition to adapting the main definitions and results of Forman to this multidimensional setting, we establish a more general result regarding the sublevel sets of a multidimensional discrete Morse function and find a set of Morse inequalities specific to such functions.


## 1. Introduction

Discrete Morse theory (DMT) introduced by Forman [13, 14] has proven to be extremely useful in a panoply of applications where the topological processing of data is a key ingredient. Many domains such as visualization, molecular biology, computer vision, computational geometry, to name but a few, that rely on point cluster generation and meshing techniques have already used Forman's theory very successfully. Moreover, this theory has become central in the emerging and fastgrowing field called topological data analysis (TDA) which aims at providing efficient topological and geometrical tools to extract and organize relevant qualitative information about given data. DMT can be used directly for discrete data processing or as a procedure that simplifies and reduces the computation of Persistent Homology (PH), another very popular and very efficient tool used in TDA.

PH has been introduced in [12] as a tool for the analysis of homologies of spaces which can be given in terms of meshes or cluster of points by means of a filtration defined on the space. This theory constitutes a reliable and efficient method to track the evolution of topological features in data. Its key properties that make it important in TDA are the robustness to noise, the independence of dimension, and its computability and algorithmic framework.

In the standard setting, PH is defined on a nested growing sequence, often called a filtration, of sublevel sets of a function $f:|S| \rightarrow \mathbb{R}$ where $S$ is typically a simplicial complex built from data and $f$ is a continuous function on $|S|$, usually called a filtering function. It provides topological invariants of the filtration known as barcodes or persistence diagrams which measure the persistence of topological features of the data at different resolutions and scales in the space as encoded by the filtration. In this context, the filtration is indexed by a totally ordered set $T$

[^0]and hence it is called a single-parameter filtration and it gives rise to the singleparameter PH. However, in many applications the data is best described using multiple parameters and using single-parameter filtrations can result in missing important information about the data. This is particularly the case for spatial complex and heterogeneous noisy data whose topological structure can depend on several parameters such as the scale, the density, the presence of outliers and other artifacts [25, 27].

These shortcomings triggered the development of multiparameter persistence homology (MPH) defined on a multiparameter filtration of the sublevel sets of a one-parameter family of functions $f_{t}:|S| \rightarrow \mathbb{R}([7])$. Typically, the parameter $t$ is taken in some continuous interval such as $[0,1]$. However when the number of used parameters is finite, the family of functions can be replaced by a function $f:|S| \rightarrow$ $\mathbb{R}^{k}$, for some positive integer $k$. The topological information provided by MPH can be encoded as multidimensional persistence modules [6] which do not posses a simple representation comparable to that of the persistence diagrams in the PH case. The rank invariant introduced in [6] is an alternative invariant that contains the same information as the persistence diagram in the one parameter case. Software for visualizing the rank invariant of the two-parameter persistent homology (RIVET) is provided in [17]. There are also efforts to find invariants that can be combined with statistical and machine learning tools such as the persistent landscapes [4, 24]. However the extraction of multiparameter persistent information remains a hard task in the general case and the existing methods for the computation of MPH are computationally expensive due to the considerable size of complexes built from data.

One direction explored in some recent works consists in designing algorithms to reduce the original complexes generated from data to enough smaller cellular complexes, homotopically equivalent to the initial ones by means of acyclic partial matchings of discrete Morse theory. This approach used initially for the oneparameter filtrations has been extended to the multiparameter case for the first time in [1]. More efficient algorithms based on a similar idea are obtained in [2, 21]. Even though the designed algorithms make use of the idea of discrete Morse pairings, the works did not provide a systematic extension of the Forman's discrete Morse theory to the multiparameter case although a serious attempt was made in [2] to achieve this goal. Indeed, new definitions of a multidimensional discrete Morse function, of its gradient field, its regular and critical cells are proposed. Moreover, it was proved that given a filtering function $f:|S| \rightarrow \mathbb{R}^{k}$, there exists a mdm function $g$ with the same order of sublevel sets and the same acyclic partial matching as the one associated with $f$.

In this paper, the combinatorial vector fields framework is used to further develop the concept and the properties of the mdm theory. Many notions of the classical discrete Morse theory are extended to the mdm case. The relationship between a mdm function and its components functions are investigated and the handle decomposition and collapsing theorems are established. Moreover, results on Morse inequalities and Morse decompositions are proved for the first time. An additional contribution achieved in this work consists of a method that allows to partition critical cells of a mdm function into connected critical components. It is known from smooth singularity theory that the criticalities of smooth vector-valued functions are generally sets and not insolated points. Experimentations [2] suggest that it
is also the case for a mdm function where each criticality is given as a component that may consist of several cells. We refer the reader to $[22,26,5]$ and references therein for the classical singularity theory setting. In particular, the recent work [5] has been largely motivated by the call coming from [2] for providing an adequate application-driven smooth background and geometric insight that would help us in understanding the discrete counterpart.

The partition of critical cells in components proposed in this work is a first step in this direction with the goal of linking mdm theory to the smooth singularity theory mentioned above and the piecewise linear setting [11, 15], in which criticalities of vector-valued functions also appear in the form of sets.

The paper is organized as follows. In Section 2, we recall useful definitions and terminology about simplicial complexes and combinatorial vector fields. Section 3 is devoted to introduce and discuss notions of combinatorial dynamics on simplicial complexes which provide a framework to represent discrete vector fields and discrete Morse functions in terms of discrete dynamical systems and flows. This allows to associate to combinatorial vector fields the concepts of isolated invariant sets, Conley index, Morse decompositions and Morse inequalities which is achieved in Corollary 3.10. Some new results about Morse decompositions are also discussed. In Section 4, we build on preliminary results in [2] and define multidimensional discrete Morse functions and outline many of their properties. In the sections that follow, many classical results of Forman's theory for real-valued functions are extended to vector-valued functions. One of the difficulties in the study of mdm functions is the classification of their criticalities. Unlike real-valued discrete Morse functions for which each criticality is represented by a single cell, experimentations [2] and the smooth theory of singularity both suggest that a criticality of a mdm function is a component that may contain several cells. In Section 7, a method to group critical cells to form critical components is proposed in Definition 7.3. This leads to Theorem 7.7 on Morse decompositions and acyclicity. Our final result concerning Morse inequalities is stated in Theorem 7.8.

Concluding remarks and future work directions are proposed at the end of the paper.

## 2. Preliminaries

2.1. Maps and relations. Consider two sets $X$ and $Y$. A partial map $f: X \nrightarrow Y$ is a function whose domain $\operatorname{dom} f$ is a subset of $X$. We note $\operatorname{im} f:=f(X)$ the image of $f$ and Fix $f:=\{x \in \operatorname{dom} f \mid f(x)=x\}$ the set of fixed points of $f$.

Moreover, a multivalued map $F: X \multimap Y$ is a function which associates each $x \in X$ to a non-empty subset $F(x) \subseteq Y$. For every $y \in Y$, we write $F^{-1}(y):=$ $\{x \in X \mid y \in F(x)\}$ and for subsets $A \subseteq X$ and $B \subseteq Y$, we define $F(A):=$ $\bigcup_{x \in A} F(x)$ and $F^{-1}(B):=\bigcup_{y \in B} F^{-1}(y)$.

Furthermore, for a binary relation $R \subseteq X \times X$, we write $x R y$ when $(x, y) \in R$. We define the transitive closure $\bar{R} \subseteq X \times X$ of $R$ as the relation such that $x \bar{R} y$ if there exists a sequence $x=x_{0}, x_{1}, \ldots, x_{n}=y$ in $X$ such that $n \geq 1$ and $x_{i-1} R x_{i}$ for each $i=1, \ldots, n$. The relation $\bar{R} \cup \mathrm{id}_{X}$, where $\mathrm{id}_{X}$ is the identity relation on $X$, is both reflexive and transitive, making it a preorder, which we call the preorder induced by $R$. Note that the preorder induced by a reflexive relation is simply its transitive closure.
2.2. Simplicial complexes. In the context of this article, we consider a simplicial complex $K$ to be a finite collection of non-empty finite sets such that for all $\sigma \in K$ and $\tau \subseteq \sigma$, we have $\tau \in K$. An element of a simplicial complex is called a simplex. The dimension of a simplex $\sigma$ is $\operatorname{dim} \sigma=\operatorname{card} \sigma-1$, and we note $K_{p}$ the set of simplices in $K$ of dimension $p$. The superscript $\sigma^{(p)}$ is sometimes used to specify a simplex $\sigma$ is of dimension $p$.

Furthermore, if $\tau \subseteq \sigma \in K$, we say that $\tau$ is a face of $\sigma$ and $\sigma$ a coface of $\tau$. If, in addition, we have $\operatorname{dim} \tau=\operatorname{dim} \sigma-1$, then $\tau$ is said to be a facet of $\sigma$ and, conversely, $\sigma$ a cofacet of $\tau$.

There are many ways to endow an abstract simplicial complex with a topology. When considering a simplicial complex as a combinatorial or discrete object, the Alexandrov topology is quite convenient [19, 23]. In this topology, the closure of a set of simplices $A \subseteq K$, which we note $\mathrm{Cl} A$, is the set of all faces of all simplices in $A$. We also call $\operatorname{Ex} A:=\mathrm{Cl} A \backslash A$ the exit set of $A$. Otherwise, since a simplicial complex is a particular case of a CW-complex, we may also identify each simplex $\sigma^{(p)} \in K$ with a cell of dimension $p$, which is homeomorphic to an open ball, in a Hausdorff space. In practice, this Hausdorff space is generally $\mathbb{R}^{d}$ and each $p$-cell is the convex hull of $p+1$ affinely independent points. This point of view will prove itself to be particularly useful to generalize some of Forman's classical results. We then note $\operatorname{cl} A$ and ex $A:=\operatorname{cl} A \backslash A$ respectively the closure and exit set of $A$ in $K$ considered as a CW-complex. When using the operators Cl , Ex, cl or ex with a singleton, we omit the braces.

We call $\sigma \in K$ a free face of a simplicial complex $K$ if it has a unique cofacet $\tau \supset$ $\sigma$. When $K$ has a free face $\sigma$ with cofacet $\tau \supset \sigma$, then we call an elementary collapse the operation of removing $\sigma$ and $\tau$ to obtain a smaller subcomplex $K \backslash\{\sigma, \tau\}$. We say that $K$ collapses onto a subcomplex $L$, noted $K \searrow L$, if $L$ can be obtained from $K$ by doing a sequence of elementary collapses. Collapsing a simplicial complex onto a subcomplex may be seen as a deformation retraction. More precisely, if $K \searrow L$, then $L$ is a deformation retract of $K$, thus $K$ and $L$ are homotopy equivalent spaces when endowed with the topology of CW complexes, and we note $K \simeq L$.
2.3. Combinatorial vector fields. We now introduce the concept of discrete vector fields on simplicial complexes. They were first used within the framework of discrete Morse theory by Forman, who defined them as collections of pairs of simplices $[13,14]$. Here, we use the definition proposed in [3, 16], which is better suited in our context. Also, note that a discrete vector field is a particular case of a multivector field, as defined in [20].

Definition 2.1 (Discrete vector field). A discrete vector field, or a combinatorial vector field, on a simplicial complex $K$ is an injective partial self-map $\mathcal{V}: K \nrightarrow K$ such that
(1) for each $\sigma \in \operatorname{dom} \mathcal{V}$, either $\mathcal{V}(\sigma)=\sigma$ or $\mathcal{V}(\sigma)$ is a cofacet of $\sigma$;
(2) $\operatorname{dom} \mathcal{V} \cup \operatorname{im} \mathcal{V}=K$;
(3) $\operatorname{dom} \mathcal{V} \cap \operatorname{im} \mathcal{V}=\operatorname{Fix} \mathcal{V}$.

For some discrete vector field $\mathcal{V}$ on $K$, we call a $\mathcal{V}$-path a sequence

$$
\alpha_{0}^{(p)}, \beta_{0}^{(p+1)}, \alpha_{1}^{(p)}, \beta_{1}^{(p+1)}, \alpha_{2}^{(p)}, \ldots, \beta_{n-1}^{(p+1)}, \alpha_{n}^{(p)}
$$

of simplices in $K$ such that $\alpha_{i} \in \operatorname{dom} \mathcal{V}, \mathcal{V}\left(\alpha_{i}\right)=\beta_{i}$ and $\beta_{i} \supset \alpha_{i+1} \neq \alpha_{i}$ for each $i=0, \ldots, n-1$. A $\mathcal{V}$-path is closed if $\alpha_{0}=\alpha_{n}$ and nontrivial if $n \geq 1$. A discrete vector field $\mathcal{V}$ is said to be acyclic if there is no nontrivial closed $\mathcal{V}$-path.

Finally, we define the notion of $\mathcal{V}$-compatibility as introduced in [20] using the notation in $[3,16]$.
Definition $2.2(\mathcal{V}$-compatibility). Let $\mathcal{V}$ be a combinatorial vector field on a simplicial complex $K$. We say that $A \subseteq K$ is $\mathcal{V}$-compatible if for all $\sigma \in K$, we have $\sigma^{-} \in A \Leftrightarrow \sigma^{+} \in A$ where

$$
\sigma^{+}:=\left\{\begin{array}{ll}
\mathcal{V}(\sigma) & \text { if } \sigma \in \operatorname{dom} \mathcal{V} \\
\sigma & \text { otherwise }
\end{array} \quad \text { and } \quad \sigma^{-}:= \begin{cases}\sigma & \text { if } \sigma \in \operatorname{dom} \mathcal{V} \\
\mathcal{V}^{-1}(\sigma) & \text { otherwise }\end{cases}\right.
$$

For all $\sigma \in K$, can see that $\sigma^{-}=\sigma=\sigma^{+}$when $\sigma \in \operatorname{Fix} \mathcal{V}, \sigma^{-} \subsetneq \sigma=\sigma^{+}$when $\sigma \in \operatorname{im} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}$ and $\sigma^{-}=\sigma \subsetneq \sigma^{+}$when $\sigma \in \operatorname{dom} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}$.

## 3. Combinatorial dynamics

Many concepts of dynamical systems theory, notably elements of Conley index theory [8], can defined in the combinatorial setting. Notions presented in this section were mainly discussed in $[3,16,20]$.
3.1. Flows. We define the flow induced by a combinatorial vector field as in [3, 16]. It is worth noting that this definition coincides with the one given in [20] for combinatorial multivector fields when applied to vector fields.

Definition 3.1 (Flow associated to a discrete vector field). Given a combinatorial vector field $\mathcal{V}$ on a simplicial complex $K$, the associated flow $\Pi_{\mathcal{V}}$ is the multivalued $\operatorname{map} \Pi_{\mathcal{V}}: K \multimap K$ such that

$$
\Pi_{\mathcal{V}}(\sigma)= \begin{cases}\mathrm{Cl} \sigma & \text { if } \sigma \in \operatorname{Fix} \mathcal{V} \\ \operatorname{Ex} \sigma \backslash\left\{\mathcal{V}^{-1}(\sigma)\right\} & \text { if } \sigma \in \operatorname{im} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V} \\ \{\mathcal{V}(\sigma)\} & \text { if } \sigma \in \operatorname{dom} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}\end{cases}
$$

Notice that $\Pi_{\mathcal{V}}(\sigma)=\{\mathcal{V}(\sigma)\}$ when $\sigma \in \operatorname{dom} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}$ and $\Pi_{\mathcal{V}}(\sigma) \subseteq \mathrm{Cl} \sigma$ otherwise.

A solution of a flow $\Pi_{\mathcal{V}}$ is a partial map $\varrho: \mathbb{Z} \nrightarrow K$ such that dom $\varrho$ is an interval of $\mathbb{Z}$ and, whenever $i, i+1 \in \operatorname{dom} \varrho$, we have $\varrho(i+1) \in \Pi_{\mathcal{V}}(\varrho(i))$. A solution is full when $\operatorname{dom} \varrho=\mathbb{Z}$. We note $\operatorname{Sol}(\sigma, A)$ the set of full solutions $\varrho: \mathbb{Z} \rightarrow A$ for which $\sigma \in \operatorname{im} \varrho$.

Moreover, a solution $\varrho$ with $\operatorname{dom} \varrho=\{m, m+1, \ldots, m+n\}$ is nontrivial if $n \geq 1$ and it is closed if $\varrho(m)=\varrho(m+n)$. We note $\sigma \rightarrow \mathcal{V} \tau$ if there exists a nontrivial solution going from $\sigma$ to $\tau$. Similarly, for $A, B \subset K$, we write

- $A \rightarrow \mathcal{V} \tau$ if $\sigma \rightarrow \mathcal{V} \tau$ for some $\sigma \in A$;
- $\sigma \rightarrow \mathcal{V} B$ if $\sigma \rightarrow \mathcal{V} \tau$ for some $\tau \in B$;
- $A \rightarrow \mathcal{V} B$ if $\sigma \rightarrow \mathcal{V} \tau$ for some $\sigma \in A$ and $\tau \in B$.

Conversely, we use the symbol $\nrightarrow \mathcal{\nu}$ if there exists no nontrivial solution going from a simplex (or a set) to another simplex (or set).

From the definition of a flow, we can make the following observations, which will be useful later.

Lemma 3.2. Let $\Pi_{\mathcal{V}}: K \multimap K$ be a flow and consider $\alpha \subset \sigma \in K$. If $\sigma \nrightarrow \mathcal{\nu} \alpha$, then $\sigma \in \operatorname{im} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}$ and $\alpha=\mathcal{V}^{-1}(\sigma)$.

Proof. If $\sigma \in \operatorname{Fix} \mathcal{V}$, then $\Pi_{\mathcal{V}}(\sigma)=\mathrm{Cl} \sigma \ni \alpha$, so $\sigma \rightarrow \mathcal{V} \alpha$. If $\sigma \in \operatorname{dom} \mathcal{V} \backslash$ Fix $\mathcal{V}$, then $\Pi_{\mathcal{V}}(\sigma)=\{\mathcal{V}(\sigma)\}$ and $\Pi_{\mathcal{V}}(\mathcal{V}(\sigma))=\operatorname{Ex} \mathcal{V}(\sigma) \backslash\{\sigma\} \ni \alpha$, so $\sigma \rightarrow \mathcal{V} \mathcal{V}(\sigma) \rightarrow \mathcal{V} \alpha$. Finally, suppose $\sigma \in \operatorname{im} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}$ but $\alpha \neq \mathcal{V}^{-1}(\sigma)$. Then, $\Pi_{\mathcal{V}}(\sigma)=\operatorname{Ex} \sigma \backslash\left\{\mathcal{V}^{-1}(\sigma)\right\} \ni \alpha$ so, again, $\sigma \rightarrow \mathcal{V} \alpha$.

Lemma 3.3. Let $\Pi_{\mathcal{V}}: K \multimap K$ be a flow and consider $\sigma, \tau \in K$ such that $\sigma \rightarrow \mathcal{V} \tau$.
(1) For all $\beta \supset \sigma$, we have $\beta \rightarrow \mathcal{\nu} \tau$.
(2) For all $\alpha \subset \tau$, we have $\sigma \rightarrow \mathcal{\nu} \alpha$.

Proof. To prove (1), let $\beta \supset \sigma \rightarrow \mathcal{V} \tau$. If $\beta \rightarrow \mathcal{V} \sigma$, the result is obvious. Otherwise, by Lemma 3.2, we have $\beta \in \operatorname{im} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}$ and $\sigma=\mathcal{V}^{-1}(\beta)$. Hence, $\Pi_{\mathcal{V}}(\sigma)=\{\beta\}$ so every solution going from $\sigma$ to $\tau$ necessarily goes through $\beta$, thus $\beta \rightarrow \mathcal{V} \tau$.

To prove (2), consider $\sigma \rightarrow \mathcal{v} \tau \supset \alpha$. Again, if $\tau \rightarrow \mathcal{\nu} \alpha$, we have the result. Otherwise, let $\varrho$ be a nontrivial solution with $\varrho(0)=\sigma$ and $\varrho(n)=\tau$. By Lemma 3.2, we have $\tau \in \operatorname{im} \mathcal{V} \backslash$ Fix $\mathcal{V}$ and $\alpha=\mathcal{V}^{-1}(\tau)$, so $\varrho(n-1) \neq \tau$.

- If $\varrho(n-1) \in \operatorname{Fix} \mathcal{V}$, then $\Pi_{\mathcal{V}}(\varrho(n-1))=\mathrm{Cl} \varrho(n-1) \supset \mathrm{Cl} \tau \ni \alpha$, so $\varrho^{\prime}: \mathbb{Z} \nrightarrow K$ such that $\varrho^{\prime}(i)=\varrho(i)$ for $i=0, \ldots, n-1$ and $\varrho^{\prime}(n)=\alpha$ is a solution going from $\sigma$ to $\alpha$. Hence, $\sigma \rightarrow \mathcal{\nu} \alpha$.
- If $\varrho(n-1) \in \operatorname{im} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}$, since $\mathcal{V}(\alpha)=\tau \neq \varrho(n-1)$, we can again verify that $\alpha \in \Pi_{\mathcal{V}}(\varrho(n-1))$, so $\varrho^{\prime}$ as defined previously is still a solution going from $\sigma$ to $\alpha$.
- If $\varrho(n-1) \in \operatorname{dom} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}$, we then have $\tau \in \Pi_{\mathcal{V}}(\varrho(n-1))=\{\mathcal{V}(\varrho(n-1))\}$, so $\mathcal{V}(\varrho(n-1))=\tau=\mathcal{V}(\alpha)$, hence $\varrho(n-1)=\alpha$ by the injectivity of $\mathcal{V}$. Thus, $\varrho$ restricted to $[0, n-1]$ is a solution going from $\sigma$ to $\alpha$.

As we will see in this section, many concepts of combinatorial dynamics rely on the idea of solutions between or contained inside sets. In particular, consider a subset $A$ of a simplicial complex $K$. In [3, 16], the simplices $\sigma \in A$ for which $\operatorname{Sol}(\sigma, A) \neq \emptyset$ are often considered. In the context of multivector fields [20], simplices $\sigma \in A$ for which $\operatorname{Sol}\left(\sigma^{+}, A\right) \neq \emptyset$ are mostly of interest. In our context, when $A$ is $\mathcal{V}$-compatible, we can see that both ideas are equivalent.

Lemma 3.4. Let $\Pi_{\mathcal{V}}$ be a flow on a simplicial complex $K$ and consider $\sigma \in A \subseteq K$. If $A$ is $\mathcal{V}$-compatible, then the following statements are equivalent
(1) $\operatorname{Sol}\left(\sigma^{-}, A\right) \neq \emptyset$
(2) $\operatorname{Sol}\left(\sigma^{+}, A\right) \neq \emptyset$
(3) $\operatorname{Sol}(\sigma, A) \neq \emptyset$.

Proof. We first show that $\operatorname{Sol}\left(\sigma^{-}, A\right) \neq \emptyset \Leftrightarrow \operatorname{Sol}\left(\sigma^{+}, A\right) \neq \emptyset$. The result is obvious if $\sigma^{-}=\sigma^{+}$. Let $\sigma^{-} \neq \sigma^{+}$, hence $\sigma^{-} \in \operatorname{dom} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}$ and $\mathcal{V}\left(\sigma^{-}\right)=\sigma^{+}$. If $\varrho: \mathbb{Z} \rightarrow A$ is a full solution with $\varrho(n)=\sigma^{-}$for some $n \in \mathbb{Z}$, then $\varrho(n+1)=\sigma^{+}$, so $\varrho$ is a full solution with $\sigma^{+} \in \operatorname{im} \varrho$, thus $\operatorname{Sol}\left(\sigma^{+}, A\right) \neq \emptyset$. Conversely, suppose $\varrho: \mathbb{Z} \rightarrow A$ is a full solution with $\varrho(n)=\sigma^{+}$for $n \in \mathbb{Z}$. By definition of $\Pi_{\mathcal{V}}$, we have

$$
\sigma^{+}=\varrho(n) \in \begin{cases}\mathrm{Cl} \varrho(n-1) & \text { if } \varrho(n-1) \in \operatorname{Fix} \mathcal{V}, \\ \operatorname{Ex} \varrho(n-1) \backslash\left\{\mathcal{V}^{-1}(\varrho(n-1))\right\} & \text { if } \varrho(n-1) \in \operatorname{im} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}, \\ \{\mathcal{V}(\varrho(n-1))\} & \text { if } \varrho(n-1) \in \operatorname{dom} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}\end{cases}
$$

- If $\varrho(n-1) \in \operatorname{Fix} \mathcal{V}$, then $\sigma^{-} \subset \sigma^{+} \in \mathrm{Cl} \varrho(n-1)=\Pi_{\mathcal{V}}(\varrho(n-1))$, so $\sigma^{-} \in \Pi_{\mathcal{V}}(\varrho(n-1))$. Thus, the map $\varrho^{\prime}: \mathbb{Z} \rightarrow K$ such that

$$
\varrho^{\prime}(i)= \begin{cases}\varrho(i+1) & \text { if } i<n-1 \\ \sigma^{-} & \text {if } i=n-1 \\ \varrho(i) & \text { if } i \geq n\end{cases}
$$

is a full solution with $\sigma^{-} \in \operatorname{im} \varrho^{\prime} \subseteq A$ because $\operatorname{im} \varrho^{\prime}=\operatorname{im} \varrho \cup\left\{\sigma^{-}\right\}$and $\sigma^{-} \in A$ by the $\mathcal{V}$-compatibility hypothesis on $A$.

- If $\varrho(n-1) \in \operatorname{im} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}$, then $\sigma^{-} \subset \sigma^{+} \subset \varrho(n-1)$, so $\sigma^{-} \in \operatorname{Ex} \varrho(n-1)$. Since $\mathcal{V}\left(\sigma^{-}\right)=\sigma^{+} \neq \varrho(n-1)$, it follows that $\sigma^{-} \neq \mathcal{V}^{-1}(\varrho(n-1))$ and $\sigma^{-} \in \operatorname{Ex} \varrho(n-1) \backslash\left\{\mathcal{V}^{-1}(\varrho(n-1))\right\}=\Pi_{\mathcal{V}}(\varrho(n-1))$. Thus, the map $\varrho^{\prime}$ as defined above is again a full solution with $\sigma^{-} \in \operatorname{im} \varrho^{\prime} \subseteq A$.
- If $\varrho(n-1) \in \operatorname{dom} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}$, then $\mathcal{V}\left(\sigma^{-}\right)=\sigma^{+}=\mathcal{V}(\varrho(n-1))$, so $\sigma^{-}=\varrho(n-1)$ by injectivity of $\mathcal{V}$. Hence, $\varrho \in \operatorname{Sol}\left(\sigma^{-}, A\right) \neq \emptyset$.
This shows $\operatorname{Sol}\left(\sigma^{-}, A\right) \neq \emptyset \Leftrightarrow \operatorname{Sol}\left(\sigma^{+}, A\right) \neq \emptyset$. It follows that $\operatorname{Sol}(\sigma, A) \neq \emptyset \Leftrightarrow$ $\operatorname{Sol}\left(\sigma^{+}, A\right) \neq \emptyset$. Indeed, we have either $\sigma=\sigma^{+}$or $\sigma=\sigma^{-}$: the first case is obvious and we have just proven the second.


### 3.2. Isolated invariant sets and Conley index.

Definition 3.5 ((Isolated) invariant set). Let $\Pi_{\mathcal{V}}$ be a flow on a simplicial complex $K$ and consider $S \subseteq K$.
(1) We say that $S$ is an invariant set if for every $\sigma \in S$, we have $\operatorname{Sol}(\sigma, S) \neq \emptyset$.
(2) An invariant set $S$ is isolated if $\operatorname{Ex} S$ is closed and there is no solution $\varrho:\{-1,0,1\} \rightarrow K$ such that $\varrho(-1), \varrho(1) \in S$ and $\varrho(0) \in \operatorname{Ex} S$.

The definition of an invariant set and that of an isolated invariant set given here come from [3, 16]. In [20], in the context of multivector fields, a set $S \subseteq K$ is said to be invariant if for all $\sigma \in S$, we have $\operatorname{Sol}\left(\sigma^{+}, S_{\mathcal{V}}\right) \neq \emptyset$, where $S_{\mathcal{V}}$ is the maximal subset of $S$ which is $\mathcal{V}$-compatible. In the context of vector fields, we can show that these definitions follow the same idea.

Lemma 3.6. Let $\Pi_{\mathcal{V}}$ be a flow on a simplicial complex $K$.
(1) A subset of $K$ is invariant in the sense of Mrozek [20, Section 6.4] if and only if it is $\mathcal{V}$-compatible and invariant in the sense of Definition 3.5(1).
(2) A subset of $K$ is an isolated invariant set in the sense of Mrozek [20, Section 7.1] if and only if it is isolated invariant in the sense of Definition 3.5(2).

Proof. If $S$ invariant in the sense of [20], then it is $\mathcal{V}$-compatible [20, Proposition 6.4] and since $S_{\mathcal{V}}=S$, it follows from Lemma 3.4 that $S$ is invariant in the sense of Definition 3.5(1). Conversely, if $S$ is $\mathcal{V}$-compatible and invariant in the sense of Definition 3.5(1), we again have $S_{\mathcal{V}}=S$ and the invariance of $S$ in the sense of [20] follows from Lemma 3.4.

The second part of the Lemma is shown as follow. From Theorem 7.1 in [20], $S \subseteq K$ is an isolated invariant set in the sense of [20] if and only if $S$ is invariant in the sense of [20] and Ex $S$ is closed. From part (1) of the lemma, $S$ is invariant in the sense of [20] if and only if it is $\mathcal{V}$-compatible and invariant in the sense of Definition 3.5(1). Finally, Proposition 3.4 in [3] states that $S$ is $\mathcal{V}$-compatible, $S$ is invariant in the sense of Definition 3.5(1) and Ex $S$ is closed if and only if $S$ is isolated invariant in the sense of Definition 3.5(2), hence the result.

From Lemma 3.6, it follows that most results from the combinatorial dynamics theory defined in [20] may be directly applied within the framework of this article as long as the invariant sets considered here are $\mathcal{V}$-compatible. In particular, we can define the Conley index of an isolated invariant set.
Definition 3.7. Let $S$ be an isolated invariant set of a flow. The Conley index of $S$, noted $\operatorname{Con}(S)$, is the (singular) homology of $\mathrm{Cl} S$ relative to Ex $S$ and the $p^{t h}$ Conley coefficient $\beta_{p}(S)$ of $S$ is the rank of the $p^{\text {th }}$ homology group of Con $(S)$. We call

$$
P_{S}(t):=\sum_{p \in \mathbb{N}} \beta_{p}(S) t^{p}
$$

the Conley polynomial of $S$.
Notice that when considering a flow on a finite simplicial complex $K$, then $K$ is trivially an isolated invariant set and $\operatorname{Con}(K)$ is simply the homology of $K$. The Conley coefficients of $K$ thus coincide with its Betti numbers and its Conley polynomial equals its Poincaré polynomial.
3.3. Morse decompositions. For a full solution $\varrho: \mathbb{Z} \rightarrow K$ of a flow $\Pi_{\mathcal{V}}$ on $K$, define the $\alpha$-limit and the $\omega$-limit sets of $\varrho$ as

$$
\alpha(\varrho)=\bigcap_{k \in \mathbb{Z}}\{\varrho(n) \mid n \leq k\}, \quad \omega(\varrho)=\bigcap_{k \in \mathbb{Z}}\{\varrho(n) \mid k \leq n\} .
$$

Definition 3.8 (Morse decomposition). Let $\Pi_{\mathcal{V}}$ be a flow on a simplicial complex $K$. Consider a collection $\mathcal{M}=\left\{M_{r} \subseteq K \mid r \in \mathbb{P}\right\}$ indexed by a poset $(\mathbb{P}, \leq)$. We say $\mathcal{M}$ is a Morse decomposition of $\Pi_{\mathcal{V}}$ if the following conditions are satisfied:
(1) $\mathcal{M}$ is a collection of mutually disjoint isolated invariant subsets of $K$;
(2) for every full solution $\varrho$ of $\Pi_{\mathcal{V}}$, there are some $r, r^{\prime} \in \mathbb{P}$ such that $r \leq r^{\prime}$ for which $\alpha(\varrho) \subseteq M_{r^{\prime}}$ and $\omega(\varrho) \subseteq M_{r}$;
(3) if there exists a full solution $\varrho$ of $\Pi_{\mathcal{V}}$ such that $\alpha(\varrho) \cup \omega(\varrho) \subseteq M_{r}$ for some $r \in \mathbb{P}$, then $\operatorname{im} \varrho \subseteq M_{r}$.
Essentially, the sets $M_{r}$ are the starting and ending sets of every solution of $\Pi_{\mathcal{V}}: K \multimap K$. Thus, we can see a Morse decomposition as an object describing the different connections that exist in a flow. Moreover, information on the homology of a simplicial complex $K$ can be deduced from a Morse decomposition defined on $K$. Indeed, a Morse decomposition leads to a Morse equation, from which are derived the famous Morse inequalities. The following proposition is an adaptation of Theorem 9.11 in [20].
Proposition 3.9. Let $\mathcal{M}=\left\{M_{r} \mid r \in \mathbb{P}\right\}$ be a Morse decomposition of a simplicial complex K. Then,

$$
\sum_{r \in \mathbb{P}} P_{M_{r}}(t)=P_{K}(t)+(1+t) Q(t)
$$

for some polynomial $Q(t)$ with non-negative coefficients.
Corollary 3.10. Let $\mathcal{M}=\left\{M_{r} \mid r \in \mathbb{P}\right\}$ be a Morse decomposition of a simplicial complex $K$ with $\operatorname{dim} K=n$. Let

$$
m_{p}:=\sum_{r \in \mathbb{P}} \beta_{p}\left(M_{r}\right)
$$

For all $p=0,1, \ldots, n$, we have
(1) the strong Morse inequalities:

$$
m_{p}-m_{p-1}+\cdots+(-1)^{p} m_{0} \geq \beta_{p}(K)-\beta_{p-1}(K)+\cdots+(-1)^{p} \beta_{0}(K)
$$

(2) the weak Morse inequalities:

$$
m_{p} \geq \beta_{p}(K)
$$

(3) an alternative expression for the Euler characteristic $\chi(K)$ of $K$ :

$$
m_{0}-m_{1}+\cdots+(-1)^{n} m_{n}=\beta_{0}(K)-\beta_{1}(K)+\cdots+(-1)^{n} \beta_{n}(K)=\chi(K)
$$

Proof. The proof is similar to that of Theorem 9.12 in [20]. Recall that $P_{K}(t)=$ $\sum_{p=0}^{n} \beta_{p}(K) t^{p}$. To prove the strong Morse inequalities, it suffices to compare the coefficients of the polynomials obtained by multiplying each side of the equation in Proposition 3.9 by $(1+t)^{-1}=1-t+t^{2}-\cdots$. The weak Morse inequalities follow. Also, we have the last equality by substituting $t=-1$ in the equation of Proposition 3.9.
3.4. Basic sets and acyclic flows. Let $\Pi_{\mathcal{V}}: K \multimap K$ be a flow on a simplicial complex and for two simplices $\sigma, \tau \in K$, we write $\sigma \leftrightarrow \mathcal{V} \tau$ when $\sigma \rightarrow \mathcal{V} \tau$ and $\sigma \leftarrow \mathcal{V} \tau$. Consider the chain recurrent set of $K$ defined as

$$
\mathcal{R}=\{\sigma \in K \mid \sigma \leftrightarrow \mathcal{V} \sigma\}
$$

In $\mathcal{R}, \leftrightarrow \mathcal{V}$ may be seen as an equivalence relation. A basic set of $\Pi_{\mathcal{V}}$ is an equivalence class of $\leftrightarrow \mathcal{V}$ in $\mathcal{R}$.

Theorem 3.11 (Theorems 9.2 and 9.3 in [20]). Let $\mathcal{B}$ be the collection of basic sets of a flow $\Pi_{\mathcal{V}}: K \multimap K$. Consider the relation $\leq$ on $\mathcal{B}$ such that for all $B, B^{\prime} \in \mathcal{B}$,

$$
B \leq B^{\prime} \quad \Leftrightarrow \quad B \leftarrow \mathcal{v} B^{\prime} .
$$

The relation $\leq$ is a partial order on $\mathcal{B}$ making it a Morse decomposition.
Moreover, $\mathcal{B}$ is the finest Morse decomposition of $\Pi_{\mathcal{V}}$, meaning that for any Morse decomposition $\mathcal{M}$ of $\Pi_{\mathcal{V}}$, for each $B \in \mathcal{B}$, there exists a $M \in \mathcal{M}$ such that $B \subseteq M$.

Basic sets are very useful when working with acyclic flows. A flow $\Pi_{\mathcal{V}}: K \multimap K$ is acyclic if, for all $\sigma, \tau \in K, \sigma \leftrightarrow \mathcal{V} \tau$ implies $\sigma=\tau$. When $\Pi_{\mathcal{V}}$ is acyclic, we see that the only simplices in $\mathcal{R}$ are the fixed points of $\mathcal{V}$. The following result is shown in a straightforward manner.

Proposition 3.12. Let $\Pi_{\mathcal{V}}: K \multimap K$ be an acyclic flow. The collection $\mathcal{B}$ of basic sets of $\Pi_{\mathcal{V}}$ is

$$
\mathcal{B}=\{\{\sigma\} \subseteq K \mid \sigma \in \operatorname{Fix} \mathcal{V}\} .
$$

Furthermore, it is worth noting that the acyclicity of $\mathcal{V}$ is equivalent to that of the associated flow $\Pi_{\mathcal{V}}$.

Proposition 3.13. A discrete vector field $\mathcal{V}: K \nrightarrow K$ is acyclic if and only if its associated flow $\Pi_{\mathcal{V}}: K \multimap K$ is also acyclic.
Proof. If $\mathcal{V}$ is not acyclic, there must exist a $\mathcal{V}$-path $\alpha_{0}^{(p)}, \beta_{0}^{(p+1)}, \alpha_{1}^{(p)}, \ldots, \beta_{n-1}^{(p+1)}, \alpha_{n}^{(p)}$ where $\alpha_{0}=\alpha_{n}$ and $n \geq 1$. We can easily verify that this path forms a solution in $\Pi_{\mathcal{V}}$ going from $\alpha_{0}$ to $\alpha_{n}$. Hence, we have $\alpha_{0} \rightarrow \mathcal{V} \beta_{0} \rightarrow \mathcal{V} \alpha_{n}=\alpha_{0}$, so $\alpha_{0} \leftrightarrow \mathcal{V} \beta_{0}$. Thus, $\Pi_{\mathcal{V}}$ is not acyclic.

Conversely, suppose $\Pi_{\mathcal{V}}$ is not acyclic, meaning that there exists two simplices $\sigma, \tau \in K$ such that $\sigma \leftrightarrow \mathcal{V} \tau$ and $\sigma \neq \tau$. We can show there exists a nontrivial closed $\mathcal{V}$-path going from $\sigma$ to $\tau$. Indeed, since $\sigma \rightarrow \mathcal{V} \tau \rightarrow \mathcal{V} \sigma$, we know there is a solution $\varrho:\{0,1, \ldots, m\} \rightarrow K$ with $m \geq 2$ such that $\varrho(0)=\varrho(m)=\sigma$. We also know from Desjardins Côté [9, Proposition 5.3, Lemma 5.4] that im $\varrho$ contains no fixed point of $\mathcal{V}$ and that, for some $p \in \mathbb{N}$, the sequence $\varrho(0), \varrho(1), \ldots, \varrho(m)$ alternates between simplices in $\operatorname{dom} \mathcal{V}$ of dimension $p$ and simplices in $\operatorname{im} \mathcal{V}$ of dimension $p+1$. Thus, $m=2 n$ for some $n \in \mathbb{N}$. Assuming, without loss of generality, that $\varrho(0) \in \operatorname{dom} \mathcal{V}$, we can define a nontrivial closed $\mathcal{V}$-path $\alpha_{0}^{(p)}, \beta_{0}^{(p+1)}, \alpha_{1}^{(p)}, \ldots, \beta_{n-1}^{(p+1)}, \alpha_{n}^{(p)}$ by considering $\alpha_{i}:=\varrho(2 i)$ and $\beta_{i}:=\varrho(2 i+1)$ for each $i=0, \ldots, n-1$ as well as $\alpha_{n}:=\varrho(2 n)=\varrho(0)$. Therefore, $\mathcal{V}$ is not acyclic.
3.5. Coarsing a Morse decomposition. We saw how to find the finest Morse decomposition associated to some flow, but a coarse decomposition may also be useful to describe the dynamics of the flow in a more global manner. Thus, considering a fine enough Morse decomposition $\mathcal{M}$, we show here under which conditions we can group together some elements of $\mathcal{M}$ to obtain a coarser one.

Consider a flow $\Pi_{\mathcal{V}}: K \multimap K$. For $A, A^{\prime} \subseteq K$, define the connecting set $C\left(A^{\prime}, A\right)$ as the set of simplices $\sigma \in K$ for which there exists a full solution $\varrho: \mathbb{Z} \rightarrow K$ with $\sigma \in \operatorname{im} \varrho, \alpha(\varrho) \subseteq A^{\prime}$ and $\omega(\varrho) \subseteq A$. A slightly different definition is proposed in [20], but we could verify that, in our context, it is equivalent to this one. Also, if $A=\{\sigma\}$ and $A^{\prime}=\left\{\sigma^{\prime}\right\}$, we simply write $C\left(\sigma^{\prime}, \sigma\right):=C\left(\left\{\sigma^{\prime}\right\},\{\sigma\}\right)$. When $A$ and $A^{\prime}$ are invariant, we can show that

$$
C\left(A^{\prime}, A\right)=\left\{\sigma \in K \mid A^{\prime} \rightarrow \mathcal{V} \sigma \rightarrow \mathcal{V} A\right\} .
$$

From the definitions of connecting sets and of a Morse decomposition, the next result follows (see [20, Proposition 9.1]).
Proposition 3.14. Let $\mathcal{M}=\left\{M_{r} \mid r \in \mathbb{P}\right\}$ be a Morse decomposition of a flow $\Pi_{\mathcal{V}}: K \multimap K$. For all $r, r^{\prime} \in \mathbb{P}$, the following statements are true.
(1) $C\left(M_{r^{\prime}}, M_{r}\right) \neq \emptyset \Leftrightarrow M_{r^{\prime}} \rightarrow \mathcal{V} M_{r}$.
(2) $C\left(M_{r^{\prime}}, M_{r}\right)$ is $\mathcal{V}$-compatible.
(3) $C\left(M_{r}, M_{r}\right)=M_{r}$.
(4) If $C\left(M_{r^{\prime}}, M_{r}\right) \neq \emptyset$, then $r \leq r^{\prime}$. From the contrapositive, it follows that $r^{\prime}<r$ implies $C\left(M_{r^{\prime}}, M_{r}\right)=\emptyset$.
The connecting sets can also be used to define Morse sets.
Definition 3.15 (Morse sets). Let $\mathcal{M}=\left\{M_{r} \mid r \in \mathbb{P}\right\}$ be a Morse decomposition of a flow $\Pi_{\mathcal{V}}: K \multimap K$ and consider $I \subseteq \mathbb{P}$. The Morse set associated to $I$ is

$$
M(I)=\bigcup_{r, r^{\prime} \in I} C\left(M_{r^{\prime}}, M_{r}\right)
$$

Proposition 3.16 (Theorem 9.4 in [20]). Every Morse set $M(I)$ is an isolated invariant set.

Note that Proposition 3.16 implies that Conley indexes are well defined for Morse sets $M(I)$. Also, it suggests that Morse sets make good candidates to build a Morse decomposition $\mathcal{M}^{\prime}$ from a finer decomposition $\mathcal{M}=\left\{M_{r} \mid r \in \mathbb{P}\right\}$. Theorem 3.20 establishes the necessary and sufficient conditions for a partition $\left\{I_{s} \subseteq \mathbb{P} \mid s \in \mathbb{S}\right\}$ of $\mathbb{P}$ to induce a Morse decomposition $\mathcal{M}^{\prime}=\left\{M\left(I_{s}\right) \mid s \in \mathbb{S}\right\}$. Some lemmas are needed in order to prove this result.

Lemma 3.17. Let $\mathcal{M}=\left\{M_{r} \mid r \in \mathbb{P}\right\}$ be a Morse decomposition and consider a partition $\left\{I_{s} \subseteq \mathbb{P} \mid s \in \mathbb{S}\right\}$ of $\mathbb{P}$. If $r \in I_{s}$ for some $s \in \mathbb{S}$, then $M_{r} \subseteq M\left(I_{s}\right)$. Moreover, when the Morse sets in $\mathcal{M}^{\prime}=\left\{M\left(I_{s}\right) \mid s \in \mathbb{S}\right\}$ are mutually disjoint, we have $M_{r} \cap M\left(I_{s^{\prime}}\right)=\emptyset$ for all $s^{\prime} \in \mathbb{S}$ such that $r \notin I_{s^{\prime}}$.
Proof. From Proposition 3.14(3), we know that $M_{r}=C\left(M_{r}, M_{r}\right)$, so if $r \in I_{s}$,

$$
M_{r} \subseteq \bigcup_{r^{\prime}, r^{\prime \prime} \in I_{s}} C\left(M_{r^{\prime \prime}}, M_{r^{\prime}}\right)=M\left(I_{s}\right)
$$

It follows that $M_{r} \cap M\left(I_{s^{\prime}}\right) \subseteq M\left(I_{s}\right) \cap M\left(I_{s^{\prime}}\right)=\emptyset$ for all $s^{\prime} \neq s$ when the sets in $\mathcal{M}^{\prime}$ are mutually disjoint.
Lemma 3.18. Let $\mathcal{M}=\left\{M_{r} \mid r \in \mathbb{P}\right\}$ be a Morse decomposition of a flow $\Pi_{\mathcal{V}}$ and consider a partition $\left\{I_{s} \subseteq \mathbb{P} \mid s \in \mathbb{S}\right\}$ of $\mathbb{P}$. For all $s, s^{\prime} \in \mathbb{S}$, we have

$$
M\left(I_{s^{\prime}}\right) \rightarrow \mathcal{V} M\left(I_{s}\right) \quad \Leftrightarrow \quad M_{r^{\prime}} \rightarrow \mathcal{V} M_{r} \text { for some } r \in I_{s}, r^{\prime} \in I_{s^{\prime}} .
$$

Proof. If $M_{r^{\prime}} \rightarrow \mathcal{V} M_{r}$ for some $r \in I_{s}$ and $r^{\prime} \in I_{s^{\prime}}$, then obviously $M\left(I_{s^{\prime}}\right) \rightarrow \mathcal{V} M\left(I_{s}\right)$ from Lemma 3.17. Now, suppose $M\left(I_{s^{\prime}}\right) \rightarrow \mathcal{v} M\left(I_{s}\right)$. Then, there exists some $\sigma \in M\left(I_{s}\right)$ and some $\sigma^{\prime} \in M\left(I_{s^{\prime}}\right)$ such that $\sigma^{\prime} \rightarrow \mathcal{V} \sigma$. Also, by definition of a Morse set, $\sigma \in C\left(M_{r_{1}}, M_{r_{2}}\right)$ and $\sigma^{\prime} \in C\left(M_{r_{1}^{\prime}}, M_{r_{2}}^{\prime}\right)$ for some $r_{1}, r_{2} \in I_{s}$ and $r_{1}^{\prime}, r_{2}^{\prime} \in I_{s^{\prime}}$, meaning that $M_{r_{1}} \rightarrow \mathcal{V} \sigma \rightarrow \mathcal{V} M_{r_{2}}$ and $M_{r_{1}^{\prime}} \rightarrow \mathcal{V} \sigma^{\prime} \rightarrow \mathcal{V} M_{r_{2}^{\prime}}$. Hence,

$$
M_{r_{1}^{\prime}} \rightarrow \mathcal{V} \sigma^{\prime} \rightarrow \mathcal{v} \sigma \rightarrow \mathcal{v} M_{r_{2}}
$$

Since $M_{r_{1}^{\prime}} \subseteq M\left(I_{s^{\prime}}\right)$ and $M_{r_{2}} \subseteq M\left(I_{s}\right)$ by Lemma 3.17 , we have the result.
Definition 3.19. Let $\Pi_{\mathcal{V}}: K \multimap K$ and consider a collection $\mathcal{M}=\left\{M_{r} \mid r \in \mathbb{P}\right\}$ of subsets of $K$. A $\mathcal{M}$-path is a sequence $r_{0}, r_{1}, \ldots, r_{n} \in \mathbb{P}$ such that $M_{r_{0}} \rightarrow \mathcal{V} M_{r_{1}} \rightarrow \mathcal{V}$ $\cdots \rightarrow \mathcal{V} M_{r_{n}}$ and a $\mathcal{M}$-cycle is a $\mathcal{M}$-path for which $r_{0}=r_{n}$. We say a $\mathcal{M}$-path or a $\mathcal{M}$-cycle is trivial if $r_{0}=r_{1}=\cdots=r_{n}$.

Theorem 3.20. Let $\mathcal{M}=\left\{M_{r} \mid r \in \mathbb{P}\right\}$ be a Morse decomposition of a flow $\Pi_{\mathcal{V}}: K \multimap K$. Consider a partition $\left\{I_{s} \subseteq \mathbb{P} \mid s \in \mathbb{S}\right\}$ of $\mathbb{P}$ and the induced collection $\mathcal{M}^{\prime}=\left\{M\left(I_{s}\right) \mid s \in \mathbb{S}\right\}$. The three following statements are equivalent:
(a) There exists a partial order on $\mathbb{S}$ for which $\mathcal{M}^{\prime}$ is a Morse decomposition.
(b) There exists no nontrivial $\mathcal{M}^{\prime}$-cycle.
(c) The preorder induced by the relation $R$ defined on $\mathbb{S}$ such that

$$
s R s^{\prime} \quad \Leftrightarrow \quad M\left(I_{s}\right) \leftarrow \mathcal{V} M\left(I_{s^{\prime}}\right)
$$

is a partial order.
Proof. We will prove that $(\mathrm{a}) \Rightarrow(\mathrm{b}) \Rightarrow(\mathrm{c}) \Rightarrow(\mathrm{a})$.
First, we see that the proof of $(\mathrm{a}) \Rightarrow(\mathrm{b})$ follows from statements (1) and (4) of Proposition 3.14. Indeed, if $\mathcal{M}^{\prime}$ is a Morse decomposition for some partial order $\leq$ on $\mathbb{S}$ and $s_{0}, s_{1}, \ldots, s_{n} \subseteq \mathbb{S}$ is a sequence such that $s_{0}=s_{n}$ and

$$
M\left(I_{s_{0}}\right) \rightarrow \mathcal{V} M\left(I_{s_{1}}\right) \rightarrow \mathcal{V} \cdots \rightarrow \mathcal{V} M\left(I_{s_{n}}\right),
$$

then $s_{n} \leq s_{n-1} \leq \cdots \leq s_{1} \leq s_{0}=s_{n}$, thus $s_{0}=s_{1}=\cdots=s_{n}$.
We now show $(\mathrm{b}) \Rightarrow(\mathrm{c})$. Since each $M\left(I_{s}\right)$ is invariant, we can easily see that $R$ is reflexive, meaning that the preorder induced by $R$ is its transitive closure $\bar{R}$. To prove that it is a partial order, we only have to show that $\bar{R}$ is antisymmetric. Let $s, s^{\prime} \in \mathbb{S}$ be such that $s \bar{R} s^{\prime}$ and $s^{\prime} \bar{R} s$. Then, there exists two sequences $s=$ $s_{0}, s_{1}, \ldots, s_{m}=s^{\prime}$ and $s^{\prime}=s_{m}, s_{m+1}, \ldots, s_{m+n}=s$ in $\mathbb{S}$ such that $s_{i-1} R s_{i}$ for each
$i=1, \ldots, m+n$. By definition of $R$ and by (b), it follows that $s_{0}=s_{1}=\cdots=s_{m+n}$ and, in particular, $s=s^{\prime}$.

We finally prove that (c) $\Rightarrow$ (a). Consider the collection $\mathcal{M}^{\prime}$ indexed by the set $\mathbb{S}$ partially ordered by $\bar{R}$. We show that the three conditions of Definition 3.8 of a Morse decomposition are satisfied.
(1) We know that $M\left(I_{s}\right)$ is an isolated invariant set by Proposition 3.16. Thus, we only have to show that $M\left(I_{s}\right) \cap M\left(I_{s^{\prime}}\right)=\emptyset$ for all $s, s^{\prime} \in \mathbb{S}$ such that $s \neq s^{\prime}$.

Suppose $\sigma \in M\left(I_{s}\right) \cap M\left(I_{s^{\prime}}\right)$. Then, there exists $r_{1}, r_{2} \in I_{s}$ and $r_{1}^{\prime}, r_{2}^{\prime} \in$ $I_{s^{\prime}}$ such that $\sigma \in C\left(M_{r_{1}}, M_{r_{2}}\right) \cap C\left(M_{r_{1}^{\prime}}, M_{r_{2}^{\prime}}\right)$, meaning that $M_{r_{1}} \rightarrow \mathcal{V}$ $\sigma \rightarrow \mathcal{V} M_{r_{2}}$ and $M_{r_{1}^{\prime}} \rightarrow \mathcal{V} \sigma \rightarrow \mathcal{V} M_{r_{2}^{\prime}}$. Hence, $M_{r_{1}} \rightarrow \mathcal{V} \sigma \rightarrow \mathcal{V} M_{r_{2}^{\prime}}$ and $M_{r_{1}^{\prime}} \rightarrow \mathcal{V} \sigma \rightarrow \mathcal{V} M_{r_{2}}$. From Lemma 3.18, it follows that $M\left(I_{s}\right) \rightarrow \mathcal{V} M\left(I_{s^{\prime}}\right)$ and $M\left(I_{s^{\prime}}\right) \rightarrow \mathcal{V} M\left(I_{s}\right)$. By the definition of the partial order on $\mathbb{S}$, we have $s^{\prime} \leq s$ and $s \leq s^{\prime}$, thus $s=s^{\prime}$.
(2) For any solution $\varrho: \mathbb{Z} \rightarrow K$ of $\Pi_{\mathcal{V}}$, since $\mathcal{M}=\left\{M_{r} \mid r \in \mathbb{P}\right\}$ is a Morse decomposition, there are some $r \leq r^{\prime} \in \mathbb{P}$ such that $\alpha(\varrho) \subseteq M_{r^{\prime}}$ and $\omega(\varrho) \subseteq M_{r}$. Consider the unique indexes $s, s^{\prime} \in \mathbb{S}$ such that $r \in I_{s}$ and $r^{\prime} \in I_{s^{\prime}}$. From Lemma 3.17, we see that $\alpha(\varrho) \subseteq M_{r^{\prime}} \subseteq M\left(I_{s^{\prime}}\right)$ and $\omega(\varrho) \subseteq$ $M_{r} \subseteq M\left(I_{s}\right)$, where $s \leq s^{\prime}$ since we then have $M\left(I_{s^{\prime}}\right) \rightarrow \mathcal{V} M\left(I_{s}\right)$.
(3) Now, consider a solution $\varrho: \mathbb{Z} \rightarrow K$ such that $\alpha(\varrho) \cup \omega(\varrho) \subseteq M\left(I_{s}\right)$ for some $s \in \mathbb{S}$. Since $\mathcal{M}$ is a Morse decomposition, we know there exists some $r \leq r^{\prime} \in \mathbb{P}$ such that $\alpha(\varrho) \subseteq M_{r^{\prime}}$ and $\omega(\varrho) \subseteq M_{r}$. Also, we have $\operatorname{im} \varrho \subseteq C\left(M_{r^{\prime}}, M_{r}\right)$ by definition of a connecting set. Moreover, we see that $M_{r} \cap M\left(I_{s}\right) \supseteq \omega(\varrho) \neq \emptyset$. Since the sets in $\mathcal{M}^{\prime}$ are mutually disjoint, as shown in (1), it follows from Lemma 3.17 that $r \in I_{s}$. Similarly, $r^{\prime} \in I_{s}$. We conclude that $\operatorname{im} \varrho \subseteq C\left(M_{r^{\prime}}, M_{r}\right) \subseteq M\left(I_{s}\right)$ by definition of a Morse set.

Furthermore, from Lemma 3.18, we see that $\mathcal{M}^{\prime}$-cycles can be characterized as follows.

Proposition 3.21. Let $\mathcal{M}=\left\{M_{r} \mid r \in \mathbb{P}\right\}$ be a Morse decomposition. Consider a partition $\left\{I_{s} \subseteq \mathbb{P} \mid s \in \mathbb{S}\right\}$ of $\mathbb{P}$ and the collection $\mathcal{M}^{\prime}=\left\{M\left(I_{s}\right) \mid s \in \mathbb{S}\right\}$. The sequence $s_{0}, s_{1}, \ldots, s_{n} \in \mathbb{S}$ is a $\mathcal{M}^{\prime}$-path if and only if there exists a sequence $r_{0}^{\prime}, r_{1}, r_{1}^{\prime}, r_{2}, r_{2}^{\prime}, \ldots, r_{n-1}^{\prime}, r_{n} \in \mathbb{P}$ such that

- $r_{0}^{\prime} \in I_{s_{0}}, r_{i}, r_{i}^{\prime} \in I_{s_{i}}$ for each $i=1, \ldots, n-1$ and $r_{n} \in I_{s_{n}}$;
- $M_{r_{i-1}^{\prime}} \rightarrow \mathcal{V} M_{r_{i}}$ for each $i=1, \ldots, n$.

Moreover, the sequence $s_{0}, s_{1}, \ldots, s_{n} \in \mathbb{S}$ is a $\mathcal{M}^{\prime}$-cycle iff there exists such a sequence $r_{0}^{\prime}, r_{1}, r_{1}^{\prime}, r_{2}, r_{2}^{\prime}, \ldots, r_{n-1}^{\prime}, r_{n} \in \mathbb{P}$ and $s_{0}=s_{n}$.

## 4. Multidimensional discrete Morse functions

In this section, many notions of Morse-Forman theory [13, 14] are extended to vector-valued functions $f: K \rightarrow \mathbb{R}^{k}$. A few concepts on multidimensional discrete Morse (mdm) functions discussed in [2] are first presented. The gradient vector field of a mdm function is then defined and some of its properties are outlined.
4.1. Main definitions. For the remaining of the article, we note $\preceq$ the partial order on $\mathbb{R}^{k}$ such that, for any $a=\left(a_{1}, \ldots, a_{k}\right)$ and $b=\left(b_{1}, \ldots, b_{k}\right)$ in $\overline{\mathbb{R}^{k}}$,

$$
a \preceq b \Leftrightarrow a_{i} \leq b_{i} \text { for each } i=1, \ldots, k .
$$

We also write $a \supsetneqq b$ whenever $a \preceq b$ and $a \neq b$. Moreover, for $f: K \rightarrow \mathbb{R}^{k}$ and $\sigma \in K_{p}$, consider

$$
\begin{aligned}
H_{f}(\sigma) & =\left\{\beta \in K_{p+1} \mid \beta \supset \sigma \text { and } f(\beta) \preceq f(\sigma)\right\} ; \\
T_{f}(\sigma) & =\left\{\alpha \in K_{p-1} \mid \alpha \subset \sigma \text { and } f(\alpha) \succeq f(\sigma)\right\} .
\end{aligned}
$$

When $f_{1}, \ldots, f_{k}: K \rightarrow \mathbb{R}$ are clear from the context, we also write

$$
\begin{aligned}
H_{i}(\sigma):=H_{f_{i}}(\sigma) & =\left\{\beta \in K_{p+1} \mid \beta \supset \sigma \text { and } f_{i}(\beta) \leq f_{i}(\sigma)\right\}, \\
T_{i}(\sigma) & :=T_{f_{i}}(\sigma)
\end{aligned}=\left\{\alpha \in K_{p-1} \mid \alpha \subset \sigma \text { and } f_{i}(\alpha) \geq f_{i}(\sigma)\right\} .
$$

We immediately see that for all $f=\left(f_{1}, \ldots, f_{k}\right): K \rightarrow \mathbb{R}^{k}$ and $\sigma \in K$, we have

$$
H_{f}(\sigma)=\bigcap_{i=1}^{k} H_{i}(\sigma), \quad T_{f}(\sigma)=\bigcap_{i=1}^{k} T_{i}(\sigma),
$$

thus $H_{f}(\sigma) \subseteq H_{i}(\sigma)$ and $T_{f}(\sigma) \subseteq T_{i}(\sigma)$ for all $i=1, \ldots, k$. Those observations will come in handy later in this section.

Definition 4.1 (Multidimensional discrete Morse function). A multidimensional discrete Morse function (or simply a mdm function) defined on a simplicial complex $K$ is a function $f: K \rightarrow \mathbb{R}^{k}$ such that, for all $\sigma \in K_{p}$ :
(1) $\operatorname{card} H_{f}(\sigma) \leq 1$;
(2) $\operatorname{card} T_{f}(\sigma) \leq 1$;
(3) if $\beta^{(p+1)} \supset \sigma$ is not in $H_{f}(\sigma)$, then $f(\beta) \varsubsetneqq f(\sigma)$;
(4) if $\alpha^{(p-1)} \subset \sigma$ is not in $T_{f}(\sigma)$, then $f(\alpha) \supsetneqq f(\sigma)$.

Conditions (1) and (2) are analogous to those of a one-dimensional discrete Morse function. Conditions (3) and (4), on the other hand, need to be added in the multidimensional setting to ensure the values of $f$ are comparable at least for simplices that are facets and cofacets of each other.

Furthermore, a key concept in discrete Morse theory is that of critical points. They can be defined just as in the one-dimensional setting.
Definition 4.2 (Critical point). Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm. A simplex $\sigma \in K_{p}$ is said to be critical or a critical point of index $p$ of $f$ if

$$
\operatorname{card} H_{f}(\sigma)=\operatorname{card} T_{f}(\sigma)=0
$$

A simplex that is not critical is regular.
It was shown in [2] that, as in the one-dimensional setting, for all mdm function $f: K \rightarrow \mathbb{R}^{k}$ and all $\sigma \in K$, one of the sets $H_{f}(\sigma)$ or $T_{f}(\sigma)$ must have cardinality zero. The next result follows.

Proposition 4.3. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm. Every $\sigma \in K$ verifies exactly one of these conditions:

- $\sigma$ is critical;
- $\operatorname{card} H_{f}(\sigma)=0$ and $\operatorname{card} T_{f}(\sigma)=1$;
- $\operatorname{card} H_{f}(\sigma)=1$ and $\operatorname{card} T_{f}(\sigma)=0$.

This last observation leads to the definition of the gradient vector field of a mdm function.

Definition 4.4 (Gradient vector field). The gradient vector field, or simply the gradient, of a mdm function $f: K \rightarrow \mathbb{R}^{k}$ is the discrete vector field $\mathcal{V}$ such that $\operatorname{dom} \mathcal{V}=\left\{\sigma \in K \mid \operatorname{card} T_{f}(\sigma)=0\right\}$ and, for all $\sigma \in \operatorname{dom} \mathcal{V}$,

$$
\mathcal{V}(\sigma)= \begin{cases}\sigma & \text { if } \operatorname{card} H_{f}(\sigma)=0 \\ \beta & \text { if } H_{f}(\sigma)=\{\beta\} \text { for some } \beta \supset \sigma\end{cases}
$$

We could easily verify that a gradient vector field $\mathcal{V}$ of a mdm function $f$ as defined above is indeed a discrete vector field. Moreover:

- the fixed points of $\mathcal{V}$ are the critical points of $f$;
- $\operatorname{im} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}=\left\{\sigma \in K \mid \operatorname{card} T_{f}(\sigma)=1\right\}$;
- $\operatorname{dom} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}=\left\{\sigma \in K \mid \operatorname{card} H_{f}(\sigma)=1\right\}$.

Thus, we can see that the gradient vector field defined here, although it is seen as a partial map $\mathcal{V}: K \nrightarrow K$, follows the idea of the gradient of a real-valued discrete Morse function as defined by Forman [13]. Indeed, every $\sigma \in K$ such that $\operatorname{card} T_{f}(\sigma)=1$ is at the head of an arrow of $\mathcal{V}$ (the element of $T_{f}(\sigma)$ being at the tail of that arrow) while every $\sigma \in K$ such that card $H_{f}(\sigma)=1$ is at the tail of an arrow (the element of $H_{f}(\sigma)$ being at the head of that arrow). The main difference here is that the critical points of $f$ are considered as fixed points of its gradient field, whereas they were simply not included in the original definition.

Example 4.5. Consider $f=\left(f_{1}, f_{2}\right): K \rightarrow \mathbb{R}^{2}$, the function defined as in Figure 1. We could verify that it is mdm and that its gradient field is as represented in the figure (with critical simplices in red). Notice that $f_{2}$ is not discrete Morse. Indeed, we can see that there are some $\sigma \in K$ for which card $H_{2}(\sigma)=2$ or $\operatorname{card} T_{2}(\sigma)=2$.


Figure 1. A mdm function and its gradient vector field.
4.2. Vector-valued functions with discrete Morse components. Consider a vector-valued function $f=\left(f_{1}, \ldots, f_{k}\right): K \rightarrow \mathbb{R}^{k}$. From Example 4.5, we can see that $f$ being mdm does not guarantee each $f_{i}$ is discrete Morse. Conversely, $f$ is not always mdm even if all its components are discrete Morse. Indeed, if each $f_{i}$ is discrete Morse, we could easily verify that $f$ satisfies conditions (1) and (2) of the definition of a mdm function, but not necessarily conditions (3) and (4). Actually, we could show that $k$ discrete Morse functions $f_{1}, \ldots, f_{k}$ form a mdm function $f=\left(f_{1}, \ldots, f_{k}\right)$
if and only if for every pair of facet and cofacet $\alpha^{(p)} \subset \beta^{(p+1)}$, the vectors $f(\alpha)$ and $f(\beta)$ are comparable in the partial order $\preceq$.

Whenever a mdm function $f=\left(f_{1}, \ldots, f_{k}\right)$ is such that each of its component $f_{i}$ is discrete Morse, we have the following result on the gradient vector fields of $f$ and each $f_{i}$.
Proposition 4.6. Let $f=\left(f_{1}, \ldots, f_{k}\right): K \rightarrow \mathbb{R}^{k}$ be mdm and each $f_{i}$ be discrete Morse. Consider $\mathcal{V}$ and $\mathcal{V}_{i}$, the gradient vector fields of $f$ and $f_{i}$, respectively, for each $i=1, \ldots, k$. Then, $\operatorname{dom} \mathcal{V}=\left\{\sigma \in K \mid \operatorname{card}\left(\bigcap_{i=1}^{k} T_{i}(\sigma)\right)=0\right\}$ and

$$
\mathcal{V}(\sigma)= \begin{cases}\beta & \text { if } \mathcal{V}_{i}(\sigma) \text { is defined for each } i=1, \ldots, k \\ & \text { and } \mathcal{V}_{1}(\sigma)=\mathcal{V}_{2}(\sigma)=\cdots=\mathcal{V}_{k}(\sigma)=: \beta \supset \sigma \\ \sigma & \text { otherwise }\end{cases}
$$

Proof. First, for each $\sigma \in K$, we know that $T_{f}(\sigma)=\bigcap_{i=1}^{k} T_{i}(\sigma)$. Hence, by definition of $\operatorname{dom} \mathcal{V}$, we have directly $\operatorname{dom} \mathcal{V}=\left\{\sigma \in K \mid \operatorname{card}\left(\bigcap_{i=1}^{k} T_{i}(\sigma)\right)=0\right\}$.

Now, consider $\sigma \in \operatorname{dom} \mathcal{V}$. By definition of the gradient $\mathcal{V}$, we have that $\mathcal{V}(\sigma)=\beta$ if $H_{f}(\sigma)=\{\beta\}$ for some $\beta \supset \sigma$ and $\mathcal{V}(\sigma)=\sigma$ otherwise. Also, we know that $H_{f}(\sigma)=\bigcap_{i=1}^{k} H_{i}(\sigma)$ and card $H_{i}(\sigma) \leq 1$ for each $i=1, \ldots, k$, so $H_{f}(\sigma)=\{\beta\}$ if and only if $H_{i}(\sigma)=\{\beta\}$ for each $i=1, \ldots, k$. Hence, by definition of each $\mathcal{V}_{i}$, we have $\mathcal{V}(\sigma)=\beta$ for some $\beta \supset \sigma$ if and only if $\mathcal{V}_{i}(\sigma)=\beta$ for each $i=1, \ldots, k$.

Put simply, this last result states that, for a mdm function $f$ with discrete Morse components $f_{1}, \ldots, f_{k}$, there is an arrow in $\mathcal{V}$ going from a simplex $\sigma$ to its cofacet $\beta$ if and only if there is an arrow in each $\mathcal{V}_{i}$ going from $\sigma$ to $\beta$.

Example 4.7. Assume $f=\left(f_{1}, f_{2}\right)$ is mdm and its components $f_{1}$ and $f_{2}$ are discrete Morse. Suppose the gradient vector fields of $f_{1}$ and $f_{2}$ are the ones represented in orange and blue in Figure 2a, where the dots represent fixed points. Then, the gradient of $f$ has to be the one show in Figure 2b, where the critical simplices are shown in red.


Figure 2
4.3. Acyclicity of a gradient vector field. As in the one-dimensional setting, gradient vector fields of mdm functions are necessarily acyclic and, conversely, every acyclic vector field represent the gradient of some mdm function.
Lemma 4.8. Let $f_{1}, \ldots, f_{k}: K \rightarrow \mathbb{R}$ be discrete Morse functions. If $f_{1}, \ldots, f_{k}$ have identical gradient vector fields $\mathcal{V}_{1}=\mathcal{V}_{2}=\cdots=\mathcal{V}_{k}=: \mathcal{V}$, then $f=\left(f_{1}, \ldots, f_{k}\right)$ is mdm and its gradient is $\mathcal{V}$.

Proof. Let $\sigma \in K$. Notice that if $\mathcal{V}_{1}=\mathcal{V}_{2}=\cdots=\mathcal{V}_{k}$, then we must have $H_{1}(\sigma)=H_{2}(\sigma)=\cdots=H_{k}(\sigma)$ and $T_{1}(\sigma)=T_{2}(\sigma)=\cdots=T_{k}(\sigma)$. Indeed, if $H_{j}(\sigma)=\{\beta\}$ for some $j=1, \ldots, k$, then $\mathcal{V}_{j}(\sigma)=\beta$, so $\mathcal{V}_{i}(\sigma)=\beta$ for all $i=1, \ldots, k$. It follows that $H_{1}(\sigma)=H_{2}(\sigma)=\cdots=H_{k}(\sigma)$. Moreover, if $T_{j}(\sigma)=\{\alpha\}$ for some $j=1, \ldots, k$, then $H_{j}(\alpha)=\{\sigma\}$. Thus, $H_{i}(\alpha)=\{\sigma\}$ and $T_{i}(\sigma)=\{\alpha\}$ for all $i=1, \ldots, k$, hence $T_{1}(\sigma)=T_{2}(\sigma)=\cdots=T_{k}(\sigma)$.

From these observations and using Proposition 4.6, assuming $f$ is indeed mdm, we easily see that the gradient $\mathcal{V}$ of $f$ is such that $\operatorname{dom} \mathcal{V}=\operatorname{dom} \mathcal{V}_{i}$ for all $i=1, \ldots, k$ and $\mathcal{V}(\sigma)=\mathcal{V}_{i}(\sigma)$ for all $\sigma \in \operatorname{dom} \mathcal{V}$, so $\mathcal{V}=\mathcal{V}_{1}=\mathcal{V}_{2}=\cdots=\mathcal{V}_{k}$.

All that is left to prove now is that $f$ is a mdm function. Because $H_{f}(\sigma)=$ $\bigcap_{i=1}^{k} H_{i}(\sigma)$ and $T_{f}(\sigma)=\bigcap_{i=1}^{k} T_{i}(\sigma)$ for all $\sigma \in K$, we see that $H_{f}(\sigma)=H_{i}(\sigma)$ and $T_{f}(\sigma)=T_{i}(\sigma)$ for every $i=1, \ldots, k$, so the four conditions of a mdm function follow.
(1) card $H_{f}(\sigma)=\operatorname{card} H_{i}(\sigma) \leq 1$ for any $i \in\{1, \ldots, k\}$.
(2) $\operatorname{card} T_{f}(\sigma)=\operatorname{card} T_{i}(\sigma) \leq 1$ for any $i \in\{1, \ldots, k\}$.
(3) If $\beta^{(p+1)} \supset \sigma$ is not in $H_{f}(\sigma)$, since $H_{f}(\sigma)=H_{i}(\sigma)$ for each $i=1, \ldots, k$, it follows that $\beta \notin H_{i}(\sigma)$ for each $i=1, \ldots, k$. Consequently, $f_{i}(\beta)>f_{i}(\sigma)$ for all $i=1, \ldots, k$, so $f(\beta) \varsubsetneqq f(\sigma)$.
(4) Is shown similarly to (3).

Proposition 4.9. Let $\mathcal{V}$ be a discrete vector field on a simplicial complex $K$. The field $\mathcal{V}$ is acyclic if and only if $\mathcal{V}$ is the gradient of some mdm function $f: K \rightarrow \mathbb{R}^{k}$.

Proof. First, suppose $\mathcal{V}$ is acyclic. It is known that for any acyclic discrete vector field $\mathcal{V}$, there exists a discrete Morse function $g: K \rightarrow \mathbb{R}$ for which $\mathcal{V}$ is the gradient [13]. From Lemma 4.8, it follows that $f=(g, g, \ldots, g): K \rightarrow \mathbb{R}^{k}$ is mdm and its gradient vector field is $\mathcal{V}$.

Now, let $\mathcal{V}$ be the gradient of some mdm function $f: K \rightarrow \mathbb{R}^{k}$. For all $\mathcal{V}$-path $\alpha_{0}^{(p)}, \beta_{0}^{(p+1)}, \alpha_{1}^{(p)}, \ldots, \beta_{r-1}^{(p+1)}, \alpha_{r}^{(p)}$, we see that

$$
f\left(\alpha_{0}\right) \succeq f\left(\beta_{0}\right) \succcurlyeq f\left(\alpha_{1}\right) \succeq f\left(\beta_{1}\right) \succcurlyeq \cdots \succeq f\left(\beta_{r-1}\right) \succcurlyeq f\left(\alpha_{r}\right) .
$$

If this $\mathcal{V}$-path is non-trivial, i.e. $r \geq 1$, it follows that $f\left(\alpha_{0}\right) \neq f\left(\alpha_{r}\right)$, thus $\alpha_{0} \neq \alpha_{r}$. Hence, a non-trivial $\mathcal{V}$-path cannot be closed, meaning that $\mathcal{V}$ is acyclic.

This last proposition is well known in the one-dimensional setting. Actually, the reasoning used in the second part of the previous proof is also used to prove the analogous result in the original theory.

Furthermore, notice that there is no restriction on the dimension $k$ of the codomain $\mathbb{R}^{k}$ of the mdm function in Proposition 4.9. Therefore, for any integers $k, k^{\prime} \geq 1$, there exists a mdm function $f: K \rightarrow \mathbb{R}^{k}$ having $\mathcal{V}$ as a gradient field if and only if $\mathcal{V}$ is acyclic if and only if there exists a mdm function $g: K \rightarrow \mathbb{R}^{k^{\prime}}$ having $\mathcal{V}$ as a gradient field, thus the following corollary.

Corollary 4.10. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm. For all integer $k^{\prime} \geq 1$, there exists $a$ mdm function $g: K \rightarrow \mathbb{R}^{k^{\prime}}$ which has the same gradient vector field, hence the same critical points, as $f$.

In particular, we see from this result that for any mdm function, there exists a real-valued discrete Morse function having the same gradient vector field.

## 5. Flow of a multidimensional discrete Morse function

Here, we outline some results on the flow associated to the gradient field of a mdm function. We first present some direct consequences of the acyclicity of a gradient field, including the Morse inequalities which are central in other variants of Morse theory. Then, we show some interesting properties of the image of a solution for such a flow.
5.1. Gradient flow and finest Morse decomposition. Let $\mathcal{V}$ be the gradient field of a mdm function $f: K \rightarrow \mathbb{R}^{k}$. We note $\Pi_{f}:=\Pi_{\mathcal{V}}$ the gradient flow of $f$. Similarly, we write $\sigma \rightarrow_{f} \tau$ rather than $\sigma \rightarrow_{\mathcal{V}} \tau$ when there is a solution in $\Pi_{f}$ going from $\sigma$ to $\tau$. From the definition of a flow, we find directly the following characterization of $\Pi_{f}$.

Proposition 5.1. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm. The gradient flow of $f$ is

$$
\Pi_{f}(\sigma)= \begin{cases}\mathrm{Cl} \sigma & \text { if } \sigma \text { is critical for } f, \\ \operatorname{Ex} \sigma \backslash\{\alpha\} & \text { if } T_{f}(\sigma)=\{\alpha\} \text { for some facet } \alpha \subset \sigma \\ \{\beta\} & \text { if } H_{f}(\sigma)=\{\beta\} \text { for some cofacet } \beta \supset \sigma .\end{cases}
$$

For a gradient flow, we see that $\Pi_{f}(\sigma)=H_{f}(\sigma)$ when card $H_{f}(\sigma)=1$ and $\Pi_{f}(\sigma) \subseteq \mathrm{Cl} \sigma$ otherwise. Moreover, we know from Proposition 4.9 that the gradient of a mdm function is always acyclic and from Proposition 3.13 that a discrete vector field is acyclic if and only if its associated flow also is. The next result follows.
Proposition 5.2. The gradient flow $\Pi_{f}$ of a mdm function $f: K \rightarrow \mathbb{R}^{k}$ is always acyclic.

Also, the following proposition is a direct consequence of Theorem 3.11 and Proposition 3.12.
Proposition 5.3. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm. The collection of basic sets of $\Pi_{f}$ is

$$
\mathcal{M}=\{\{\sigma\} \subseteq K \mid \sigma \text { is critical for } f\}
$$

Therefore, $\mathcal{M}$ is the finest Morse decomposition of $\Pi_{f}$.
For any critical point $\sigma^{(p)} \in K$ of a mdm function $f: K \rightarrow \mathbb{R}^{k}$, we can verify that the Poincaré polynomial of $\{\sigma\}$ is simply $P_{\{\sigma\}}(t)=t^{p}$. Hence, using Proposition 3.9 and Corollary 3.10, we see that this Morse decomposition leads to the following Morse equation and inequalities.

Proposition 5.4. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm with $\operatorname{dim} K=n$. Let $m_{p}$ be the number of critical points of index $p$ of $f$. We have the following Morse equation:

$$
\sum_{p=0}^{n} m_{p} t^{p}=P_{K}(t)+(1+t) Q(t)
$$

for some polynomial $Q(t)$ with non-negative coefficients.
Corollary 5.5. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm with $\operatorname{dim} K=n$. Let $m_{p}$ be the number of critical points of index $p$ of $f$. For all $p=0,1, \ldots, n$, we have
(1) the strong Morse inequalities:

$$
m_{p}-m_{p-1}+\cdots+(-1)^{p} m_{0} \geq \beta_{p}(K)-\beta_{p-1}(K)+\cdots+(-1)^{p} \beta_{0}(K)
$$

(2) the weak Morse inequalities:

$$
m_{p} \geq \beta_{p}(K)
$$

(3) the following equality linking the Euler characteristic $\chi(K)$ of $K$ and the critical points of $f$ :

$$
m_{0}-m_{1}+\cdots+(-1)^{n} m_{n}=\beta_{0}(K)-\beta_{1}(K)+\cdots+(-1)^{n} \beta_{n}(K)=\chi(K)
$$

These Morse inequalities are completely analogous to those from the classical and discrete Morse theories. In section 7, we will see that there also exists other inequalities which are specific to the multidimensional extension.
5.2. Properties of the image of a solution. As mentioned in the proof of Proposition 4.9, given a mdm function $f: K \rightarrow \mathbb{R}^{k}$ with gradient $\mathcal{V}$, it is clear that for all $\mathcal{V}$-path $\alpha_{0}^{(p)}, \beta_{0}^{(p+1)}, \alpha_{1}^{(p)}, \ldots, \beta_{r-1}^{(p+1)}, \alpha_{r}^{(p)}$, we have

$$
f\left(\alpha_{0}\right) \succeq f\left(\beta_{0}\right) \succcurlyeq f\left(\alpha_{1}\right) \succeq f\left(\beta_{1}\right) \varsubsetneqq \cdots \succeq f\left(\beta_{r-1}\right) \succcurlyeq f\left(\alpha_{r}\right)
$$

We could think a similar property exists for solutions of $\Pi_{f}$. For instance, we could expect that $f(\sigma) \succeq f(\tau)$ for all $\sigma \in K$ and all $\tau \in \Pi_{f}(\sigma)$. However, it is not always the case, not even in the one-dimensional setting, as shown in Figure 3.


## Figure 3

Indeed, let $f: K \rightarrow \mathbb{R}$ be the discrete Morse function defined in Figure 3 and note $\sigma, \tau_{1}, \tau_{2} \in K$ the simplices for which $f(\sigma)=3, f\left(\tau_{1}\right)=4$ and $f\left(\tau_{2}\right)=5$. We see that for $i=1,2$, we have $\tau_{i} \in \Pi_{f}(\sigma)$ but $f(\sigma)<f\left(\tau_{i}\right)$.

Nonetheless, we can prove that, in most cases, $\sigma \rightarrow_{f} \tau$ implies $f(\sigma) \succeq f(\tau)$.
Lemma 5.6. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm and consider two simplices $\sigma, \tau \in K$ such that $\tau \in \mathrm{Cl} \sigma \backslash \mathrm{Cl} T_{f}(\sigma)$. Necessarily, we have $f(\sigma) \succeq f(\tau)$, and the equality is only verified when $\sigma=\tau$.
Proof. Let $\tau \in \mathrm{Cl} \sigma \backslash \mathrm{Cl} T_{f}(\sigma)$ and write $\operatorname{dim} \tau=p$ and $\operatorname{dim} \sigma=p+q$. The result is shown by induction on $q=\operatorname{dim} \sigma-\operatorname{dim} \tau$. For $q=0$, we obviously have $\sigma=\tau$, so $f(\sigma)=f(\tau)$. For $q=1, \tau$ is then a facet of $\sigma$ such that $\tau \notin T_{f}(\sigma)$, so $f(\sigma) \nsucceq f(\tau)$ by definition of a mdm function.

When $q>1$, we could show there are two different simplices $\beta_{1}, \beta_{2} \in K_{p+1}$ such that $\tau \subset \beta_{1} \subset \sigma$ and $\tau \subset \beta_{2} \subset \sigma$. By definition of a mdm function, at least one $\beta \in\left\{\beta_{1}, \beta_{2}\right\}$ is such that $\beta \notin H_{f}(\tau)$, so $f(\beta) \varsubsetneqq f(\tau)$. Moreover, since $\tau \subset \beta$ and $\tau \notin \mathrm{Cl} T_{f}(\sigma)$, we see that $\beta \notin \mathrm{Cl} T_{f}(\sigma)$, meaning that $\beta \in \mathrm{Cl} \sigma \backslash \mathrm{Cl} T_{f}(\sigma)$. By the induction hypothesis, we then have $f(\sigma) \nsucceq f(\beta)$, so

$$
f(\sigma) \varsubsetneqq f(\beta) \varsubsetneqq f(\tau) .
$$

Lemma 5.7. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm and consider $\sigma, \tau \in K$ such that $\tau \in \Pi_{f}(\sigma)$. Suppose at least one of the following conditions is satisfied:
(a) $\operatorname{card} T_{f}(\sigma)=0$;
(b) $\tau \notin \operatorname{Ex} T_{f}(\sigma)$;
(c) for every $\beta^{(p+1)} \supset \tau^{(p)}$ such that $\beta \in \mathrm{Cl} \sigma \backslash \mathrm{Cl} T_{f}(\sigma)$, we have $\beta \notin H_{f}(\tau)$.

We then have $f(\sigma) \succeq f(\tau)$, where the equality $f(\sigma)=f(\tau)$ can only hold if either $\sigma=\tau$ or $H_{f}(\sigma)=\{\tau\}$.
Proof. First, suppose card $T_{f}(\sigma)=0$. In the case where card $H_{f}(\sigma)=1$, we have $\tau \in \Pi_{f}(\sigma)=H_{f}(\sigma)$ by Proposition 5.1, hence $f(\sigma) \succeq f(\tau)$ by definition of $H_{f}(\sigma)$. In the case card $H_{f}(\sigma)=0$ ( $\sigma$ is then critical), we have $\tau \in \Pi_{f}(\sigma)=\mathrm{Cl} \sigma$ by Proposition 5.1 and $\mathrm{Cl} \sigma=\mathrm{Cl} \sigma \backslash \mathrm{Cl} T_{f}(\sigma)$ because $T_{f}(\sigma)=\emptyset$. Thus, from Lemma 5.6, we see that $f(\sigma) \succeq f(\tau)$ and $f(\sigma)=f(\tau) \Rightarrow \sigma=\tau$. This proves (a).

We now show (b) implies $f(\sigma) \succeq f(\tau)$ assuming (a) is not true, meaning that $\operatorname{card} T_{f}(\sigma)=1$. From Proposition 5.1, we see that $\tau \in \Pi_{f}(\sigma)=\operatorname{Ex} \sigma \backslash T_{f}(\sigma) \subset$ $\mathrm{Cl} \sigma \backslash T_{f}(\sigma)$. Since $\tau \notin \operatorname{Ex} T_{f}(\sigma)$ by hypothesis, it follows that $\tau \in \mathrm{Cl} \sigma \backslash \mathrm{Cl} T_{f}(\sigma)$. The result follows from Lemma 5.6.

We now suppose (a) and (b) are false and condition (c) is satisfied. Let $\tau \in K_{p}$ and $\sigma \in K_{p+q}$. Since $\tau \in \operatorname{Ex} T_{f}(\sigma)$ by hypothesis, we can deduce that $q \geq 2$. From the definition of a simplicial complex, we could show that there exists a $\beta \in K_{p+1}$ such that $\tau \subset \beta \subset \sigma$ and $\beta \notin \mathrm{Cl} T_{f}(\sigma)$. In other words, $\beta \in \mathrm{Cl} \sigma \backslash \mathrm{Cl} T_{f}(\sigma)$. From Lemma 5.6, it follows that $f(\sigma) \succeq f(\beta)$. Moreover, by hypothesis (c), $\beta \notin H_{f}(\tau)$, so $f(\beta) \nsucceq f(\tau)$ by definition of a mdm function. Also, it follows from Lemma 5.6 that $f(\sigma) \succeq f(\beta)$. Hence, $f(\sigma) \succeq f(\beta) \varsubsetneqq f(\tau)$.
Proposition 5.8. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm and consider $\sigma, \tau \in K$ such that $\sigma \rightarrow_{f} \tau$. Consider the three conditions from Lemma 5.7:
(a) $\operatorname{card} T_{f}(\sigma)=0$;
(b) $\tau \notin \operatorname{Ex} T_{f}(\sigma)$;
(c) for every $\beta^{(p+1)} \supset \tau^{(p)}$ such that $\beta \in \mathrm{Cl} \sigma \backslash \mathrm{Cl} T_{f}(\sigma)$, we have $\beta \notin H_{f}(\tau)$.

If at least one of these conditions is satisfied, then $f(\sigma) \succeq f(\tau)$, where the equality can only hold if either $\sigma=\tau$ or $H_{f}(\sigma)=\{\tau\}$.
Proof. First, we see that when $\tau \in \mathrm{Cl} \sigma \backslash \mathrm{Cl} T_{f}(\sigma)$, the result is obvious from Lemma 5.6. Now, suppose $\tau \in \mathrm{Cl} T_{f}(\sigma)$. We see that $\tau \in \operatorname{Ex} \sigma$. Also, $\tau \notin T_{f}(\sigma)$ : otherwise, it would imply that $\Pi_{f}(\tau)=\{\sigma\}$ and we would have a cycle $\sigma \leftrightarrow_{f} \tau$. Thus, $\tau \in \operatorname{Ex} \sigma \backslash T_{f}(\sigma)$ and we see from Proposition 5.1 that $\tau \in \Pi_{f}(\sigma)$, so the result follows from Lemma 5.7.

All that is left to show is the case $\tau \notin \mathrm{Cl} \sigma$. Since $\sigma \rightarrow_{f} \tau$, there exists a solution $\varrho: \mathbb{Z} \nrightarrow K$ with $\operatorname{dom} \varrho=\{0,1, \ldots, n\}$ where $n \geq 1$ such that $\varrho(0)=\sigma$ and $\varrho(n)=\tau$. This part of the proposition is proved by induction on $n$.

For $n=1$, we have $\tau \in \Pi_{f}(\sigma)$ and the result is straightforward from Lemma 5.7. When $n>1$, notice that $\tau \notin \mathrm{Cl} \sigma$ implies $\tau \notin \operatorname{Ex} T_{f}(\sigma)$ where $\sigma=\varrho(0)$. Thus, let $i_{0}$ be the greatest $i=0,1, \ldots, n-1$ such that $\tau \notin \operatorname{Ex} T_{f}(\varrho(i))$ and consider $v:=\varrho\left(i_{0}\right)$. We make the following statement:

$$
\begin{equation*}
f(v) \succeq f(\tau) \text { where } f(v)=f(\tau) \text { implies } v=\tau \text { or } H_{f}(v)=\{\tau\} \tag{1}
\end{equation*}
$$

Indeed:

- If $i_{0}=n-1$, then $\tau \in \Pi_{f}(v)$ and statement 1 follows from Lemma 5.7 because condition (b) is verified by definition of $v$.
- If $i_{0}<n-1$, since $i_{0}$ is the greatest $i=0,1, \ldots, n-1$ for which $\tau \notin$ $\operatorname{Ex} T_{f}(\varrho(i))$, necessarily, $\tau \in \operatorname{Ex} T_{f}\left(\varrho\left(i_{0}+1\right)\right)$.
- When card $H_{f}(v)=1$, then $\Pi_{f}(v)=H_{f}(v)=\left\{\varrho\left(i_{0}+1\right)\right\}$, thus $T_{f}\left(\varrho\left(i_{0}+1\right)\right)=\{v\}$ and $\tau \in \operatorname{Ex} v \subset \mathrm{Cl} v$. Also, $\operatorname{card} T_{f}(v)$ must be zero, so $\tau \in \mathrm{Cl} v=\mathrm{Cl} v \backslash \mathrm{Cl} T_{f}(v)$.
- When $\operatorname{card} H_{f}(v)=0$, then $\varrho\left(i_{0}+1\right) \in \Pi_{f}(v) \subseteq \mathrm{Cl} v$ and, because $\tau \in \operatorname{Ex} T_{f}\left(\varrho\left(i_{0}+1\right)\right) \subset \mathrm{Cl} \varrho\left(i_{0}+1\right)$, we deduce $\tau \in \mathrm{Cl} v$. Also, $\tau \notin$ Ex $T_{f}(v)$ by definition of $v$ and $\tau \notin T_{f}(v)$ : otherwise, we would have a cycle $v \leftrightarrow_{f} \tau$, which would contradict the acyclicity of $\Pi_{f}$. Hence, $\tau \notin \mathrm{Cl} T_{f}(v)$, so $\tau \in \mathrm{Cl} v \backslash \mathrm{Cl} T_{f}(v)$.
In both cases, statement 1 follows from Lemma 5.6.
We now show this second statement, still considering $v$ as defined above and $\tau \notin \mathrm{Cl} \sigma$ :

$$
\begin{equation*}
f(\sigma) \succeq f(v) \text { where } f(\sigma)=f(v) \text { implies } \sigma=v \text { or } H_{f}(\sigma)=\{v\} \tag{2}
\end{equation*}
$$

This follows from the induction hypothesis, which can be used since $\sigma \rightarrow_{f} v$ and at least one of the conditions (a), (b) or (c) is verified for $\sigma$ and $v$. Indeed, suppose all three conditions are false, meaning that $v \in \operatorname{Ex} T_{f}(\sigma)$ and there exists a $\beta \in H_{f}(v)$ such that $\beta \in \mathrm{Cl} \sigma \backslash T_{f}(\sigma)$. Then, we have $\Pi_{f}(v)=H_{f}(v)=\{\beta\}$, so $\varrho\left(i_{0}+1\right)=\beta$. Also, by definition of $i_{0}$, we see that $\tau \in \operatorname{Ex} T_{f}(\beta)=\operatorname{Ex} v \subset \operatorname{Cl} v$. Since $v \in$ $\operatorname{Ex} T_{f}(\sigma)$ implies $v \in \mathrm{Cl} \sigma$, we find $\tau \in \mathrm{Cl} \sigma$, a contradiction.

The proposition follows from statements 1 and 2.
In particular, since $T_{f}(\sigma)=H_{f}(\sigma)=\emptyset$ when $\sigma$ is critical, we can deduce the following.
Corollary 5.9. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm and consider $\sigma, \tau \in K$ such that $\sigma \rightarrow_{f} \tau$ and $\sigma \neq \tau$. If either $\sigma$ or $\tau$ is critical, then $f(\sigma) \nsucceq f(\tau)$.

## 6. Morse theorems

Here, we explain how the main theorems from Morse-Forman theory (see [13, Section 3]) generalize in the multidimensional setting. A theorem extending some of those results is also proposed.
6.1. Classical results. One of the main theorems in both classical and discrete Morse theory is that a given topological space on which is defined a Morse function $f$ is always homotopy equivalent to a CW complex having $m_{p}(f)$ cells of dimension $p$ for each $p=0,1,2, \ldots$, where $m_{p}(f)$ is the number of critical points of $f$ of index $p$. This still holds in this setting.
Proposition 6.1. Let $K$ be a simplicial complex. Suppose there exists a mdm function $f: K \rightarrow \mathbb{R}^{k}$ and let $m_{p}(f)$ be the number of critical points of index $p$ of $f$. The complex $K$ is homotopy equivalent to a CW complex with exactly $m_{p}(f)$ cells of dimension $p$.

Proof. From Corollary 4.10, if there exists a mdm function $f: K \rightarrow \mathbb{R}^{k}$, we know there exists a discrete Morse function $g: K \rightarrow \mathbb{R}$ having the same gradient field as $f$, meaning that $m_{p}(f)=m_{p}(g)$. Since Proposition 6.1 is well known for $k=1[13$, Corollary 3.5], we have the result.

Note that, from this proposition, we could find an alternative proof to the famous Morse inequalities from Corollary 5.5.

Furthermore, Forman's results on the homotopy type of a sublevel set still hold in the multidimensional setting. For a mdm function $f: K \rightarrow \mathbb{R}^{k}$ and a vector
$a \in \mathbb{R}^{k}$, the sublevel set $K(a)$ is the smallest subcomplex of $K$ containing all $\sigma \in K$ for which $f(\sigma) \preceq a$ :

$$
K(a):=\bigcup_{\substack{\sigma \in K \\ f(\sigma) \preceq a}} \bigcup_{\alpha \subseteq \sigma} \alpha .
$$

We could easily show that, if we note $\mathcal{V}$ the gradient field of $f, K(a)$ is $\mathcal{V}$-compatible for all $a \in \mathbb{R}^{k}$. Moreover, we see that a simplex $\sigma \in K_{p}$ is in $K(a)$ when either $f(\sigma) \preceq a$ or $f(\tau) \preceq a$ for some $\tau \supset \sigma$. To check if the second condition is true, it is sufficient to consider cofacets $\tau^{(p+1)} \supset \sigma$, as suggests the next lemma. It is proven similarly to its one-dimensional analogue [13, Lemma 3.2].
Lemma 6.2. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm and $\sigma \in K_{p}$. For all $\tau \supset \sigma$, there exists $a$ $\beta \in K_{p+1}$ such that $\sigma \subset \beta \subseteq \tau$ and $f(\beta) \preceq f(\tau)$.

To state Propositions 6.3 and 6.4 , which are analogous to Theorems 3.3 and 3.4 in [13], we consider the following subset of $\mathbb{R}^{k}$ :

$$
Q_{a}^{b}:=\left\{c=\left(c_{1}, \ldots, c_{k}\right) \in \mathbb{R}^{k} \mid c \preceq b \text { and } c_{i}>a_{i} \text { for some } i=1, \ldots, k\right\} .
$$

Proposition 6.3. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm and consider $a \not \supsetneqq b \in \mathbb{R}^{k}$. If there is no critical simplex $\sigma \in K$ such that $f(\sigma) \in Q_{a}^{b}$, then

$$
K(b) \searrow K(a)
$$

Proposition 6.4. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm and consider $a \supsetneqq b \in \mathbb{R}^{k}$. Suppose $\sigma \in K_{p}$ is the only critical simplex of $f$ with $f(\sigma) \in Q_{a}^{b}$, then

$$
K(b) \simeq K(a) \bigcup_{\text {bd } e^{p}} e^{p}
$$

where $e^{p}$ is a cell of dimension $p$.
The proofs of these two propositions are omitted: Proposition 6.3 is a direct consequence of Lemma 6.6 whereas Proposition 6.4 is a particular case of Theorem 6.7. Both of these results will be proved hereafter.
6.2. Extended Morse theorem. In the one-dimensional setting, the last two propositions suffice to describe all changes in homotopy type of the sublevel set $K(a)$ as $a$ increases. Indeed, for a discrete Morse function $f: K \rightarrow \mathbb{R}$, consider a critical simplex $\sigma$. From Corollary 5.9, we see that for any critical simplex $\alpha \subsetneq \sigma$, we have $f(\alpha)<f(\sigma)$ and conversely, for any critical simplex $\beta \supsetneq \sigma$, we have $f(\sigma)<f(\beta)$. Hence, we can always choose parameters $a$ large enough and $b$ small enough so that, at least locally, $\sigma$ is the unique critical simplex with $f(\sigma) \in Q_{a}^{b}$.

When $f: K \rightarrow \mathbb{R}^{k}$ is mdm with $k>1$, we can see that this is not necessarily true by considering the following very simple example. Let $f: K \rightarrow \mathbb{R}^{2}$ be as defined in Figure 4 and consider the critical edge $\sigma$ with $f(\sigma)=(1,1)$. If we choose $a \in \mathbb{R}^{2}$ so that $f(\alpha) \preceq a$ for each (critical) vertex $\alpha \subset \sigma$, we then have $(1,1) \preceq a$, so $f(\sigma) \notin Q_{a}^{b}$ for all $b \in \mathbb{R}^{2}$. Thus, in order to have $f(\sigma) \in Q_{a}^{b}$, we must have at least one vertex $\alpha$ with $f(\alpha) \in Q_{a}^{b}$ as well. Consequently, the hypotheses of Proposition 6.4 may not be verified for $\sigma$.

To overcome this gap, we come up with an additional result, Theorem 6.7, for which no hypothesis on the number of critical simplices $\sigma$ with $f(\sigma) \in Q_{a}^{b}$ is needed. To prove it, preliminary results are necessary.
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Lemma 6.5. Let $\Pi_{\mathcal{V}}: K \multimap K$ be a flow. A $\mathcal{V}$-compatible subset $L \subseteq K$ is a subcomplex of $K$ if and only if $\Pi_{\mathcal{V}}(L) \subseteq L$.
Proof. Assume $L$ is a subcomplex of $K$, meaning that $\mathrm{Cl} \sigma \subseteq L$ for all $\sigma \in L$. For all $\sigma \in L$, by definition of $\Pi_{\mathcal{V}}$, we have either $\Pi_{\mathcal{V}}(\sigma) \subseteq \mathrm{Cl} \sigma$, which is a subset of $L$ because it is a subcomplex, or $\Pi_{\mathcal{V}}(\sigma)=\{\mathcal{V}(\sigma)\} \subset L$ because $L$ is $\mathcal{V}$-compatible.

Now, suppose $\Pi_{\mathcal{V}}(L) \subseteq L$. Let $\sigma \in L$ and consider $\alpha \in \mathrm{Cl} \sigma$. If $\sigma \rightarrow \mathcal{V} \alpha$, it is easy to verify that $\alpha \in L$. Otherwise, if $\sigma \nrightarrow \mathcal{\nu} \alpha$, we have by Lemma 3.2 that $\sigma \in \operatorname{im} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}$ and $\alpha=\mathcal{V}^{-1}(\sigma)=\sigma^{-}$. By the $\mathcal{V}$-compatibility of $L$, it follows that $\alpha \in L$, so $L$ is a subcomplex of $K$.

Lemma 6.6. Let $\Pi_{\mathcal{V}}: K \multimap K$ be an acyclic flow and consider a $\mathcal{V}$-compatible subcomplex $L \subseteq K$. If Fix $\mathcal{V} \subseteq L$, then $K \searrow L$.

Proof. If $K \backslash L$ contains no fixed point of $\mathcal{V}$, then card $K \backslash L=2 n$ for some $n \geq 0$. We prove the result by induction on $n$. If $n=0$, it is obvious since $L=K$.

When $n \geq 1$, we first show that there exists a $\sigma \in K \backslash L$ such that $\Pi_{\mathcal{V}}^{-1}(\sigma)=\emptyset$. Indeed, consider the preorder $\leq_{\mathcal{V}}$ induced by the relation $\leftarrow_{\mathcal{V}}$ on $K$, i.e. $\sigma \leq_{\mathcal{V}} \tau$ iff $\sigma=\tau$ or $\sigma \leftarrow \mathcal{V} \tau$. By the acyclicity of $\Pi_{\mathcal{V}}$, we see that $\leq_{\mathcal{V}}$ is actually a partial order on $K$. Hence, because $K \backslash L$ is finite, we can choose $\sigma$ maximal in $K \backslash L$ relatively to $\leq \mathcal{V}$. In other words, we can choose $\sigma \in K \backslash L$ so that $\sigma \nleftarrow \mathcal{V} \tau$ for all $\tau \in K \backslash L$ such that $\tau \neq \sigma$. Moreover, since $\Pi_{\mathcal{V}}(L) \subseteq L$ by Lemma 6.5 , we see that $\tau \nrightarrow \mathcal{V} \sigma$ also holds for $\tau \in L$, so $\tau \nrightarrow \mathcal{V} \sigma$ for all $\tau \in K \backslash\{\sigma\}$. Finally, since $\sigma \notin$ Fix $\mathcal{V} \subseteq L$ by hypothesis, we have $\sigma \nrightarrow \mathcal{V} \sigma$, thus $\Pi_{\mathcal{V}}^{-1}(\sigma)=\emptyset$.

We now assume that $\sigma \in K \backslash L$ is such that $\Pi_{\mathcal{V}}^{-1}(\sigma)=\emptyset$. We can easily check that $\sigma \in \operatorname{dom} \mathcal{V} \backslash \operatorname{Fix} \mathcal{V}$ : if $\sigma$ were in $\operatorname{im} \mathcal{V}$, we would have $\mathcal{V}^{-1}(\sigma) \in \Pi_{\mathcal{V}}^{-1}(\sigma)$, a contradiction. Also, $\sigma$ is a free face of $\mathcal{V}(\sigma) \in K \backslash L$. Indeed, suppose $\sigma \subset \beta$ for some $\beta \in K$. We know that $\beta \nrightarrow \mathcal{\nu} \sigma$ because $\Pi_{\mathcal{V}}^{-1}(\sigma)=\emptyset$. Hence, from Lemma 3.2 , we necessarily have $\mathcal{V}(\sigma)=\beta$, so $\sigma$ is a free face of $\mathcal{V}(\sigma)$, which is in $K \backslash L$ by the $\mathcal{V}$-compatibility of $L$.

Finally, we see that $K \searrow K \backslash\{\sigma, \mathcal{V}(\sigma)\}$ and, using the induction hypothesis, we then have that $K \backslash\{\sigma, \mathcal{V}(\sigma)\} \searrow L$, which concludes the proof.

Before we present the main theorem of this section, recall from Proposition 5.3 that

$$
\mathcal{M}=\{\{\tau\} \subseteq K \mid \tau \text { is critical for } f\}
$$

is a Morse decomposition of $\Pi_{f}$, so by considering a set $I$ of critical simplices of $f$, we can define the Morse set

$$
M(I)=\bigcup_{\tau, \tau^{\prime} \in I} C\left(\tau^{\prime}, \tau\right)
$$

for which $\operatorname{Con}(M(I))$ is defined from Proposition 3.16, where

$$
C\left(\tau^{\prime}, \tau\right)=\left\{\sigma \in K \mid \tau^{\prime} \rightarrow_{f} \sigma \rightarrow_{f} \tau\right\}
$$

Theorem 6.7. Let $f=\left(f_{1}, \ldots, f_{k}\right): K \rightarrow \mathbb{R}^{k}$ be mdm and consider $a, b \in \mathbb{R}^{k}$ such that $a \supsetneqq b$. Let

$$
I:=\left\{\sigma \in K \text { critical } \mid f(\sigma) \in Q_{a}^{b}\right\}
$$

Then,

$$
K(b) \simeq K(a) \bigcup_{\operatorname{ex} M(I)} M(I)
$$

Proof. Here is the idea of the proof. Consider the following subsets of $K(b)$ :

$$
\begin{aligned}
& A=\left\{\sigma \in K(b) \backslash K(a) \mid \sigma \rightarrow_{f} I\right\} \\
& B=\left\{\sigma \in K(b) \backslash M(I) \mid \sigma \rightarrow_{f} I\right\}
\end{aligned}
$$

We will show that $A, M(I)$ and $B$ are mutually disjoint and, using Lemma 6.5, that they form the following nested sequence of subcomplexes of $K(b)$ :

$$
\begin{aligned}
K(b) & =K(a) \cup A \cup M(I) \cup B \\
& \supseteq K(a) \cup A \cup M(I) \\
& \supseteq K(a) \cup A \\
& \supseteq K(a)
\end{aligned}
$$

Finally, after proving that $A$ and $B$ do not contain any critical points, it will follow from Lemma 6.6 that $K(b) \searrow K(a) \cup A \cup M(I)$ and $K(a) \cup A \searrow K(a)$.

First, recall that $K(a), K(b)$ and $M(I)$ are all $\mathcal{V}$-compatible sets, where $\mathcal{V}$ is the gradient field of $f$. Also, we could easily show that $\sigma^{+} \rightarrow_{f} I \Leftrightarrow \sigma^{-} \rightarrow_{f} I$. Using this argument, it would be straightforward to verify the $\mathcal{V}$-compatibility of $A$ and $B$. Moreover, from the definitions of $A, B$ and $M(I)$, it is obvious that they are mutually disjoint sets.

Now, we show that $K(b) \backslash K(a)=A \cup M(I) \cup B$. Verifying the inclusion from left to right is straightforward: if $\sigma \in K(b) \backslash K(a)$ is not in $M(I)$, then $\sigma \in A$ if $\sigma \leftrightarrow_{f} I$ and $\sigma \in B$ if $\sigma \rightarrow_{f} I$. We now prove $A \cup M(I) \cup B \subseteq K(b) \backslash K(a)$.

- By definition of $A$, we have $A \subseteq K(b) \backslash K(a)$.
- If $\sigma \in M(I)$, by definition of a Morse set, there exists critical simplices $\tau, \tau^{\prime} \in I$ such that $\tau^{\prime} \rightarrow_{f} \sigma \rightarrow_{f} \tau$. By definition of $Q_{a}^{b}$, we thus have $f\left(\tau^{\prime}\right) \preceq b$ and $f_{i}(\tau)>a_{i}$ for some $i=1, \ldots, k$. By Corollary 5.9, it follows that $b \succeq f\left(\tau^{\prime}\right) \succeq f(\sigma)$, so $\sigma \in K(b)$. Moreover, we also have by Corollary 5.9 that $f(\sigma) \succeq f(\tau)$, so $f_{i}(\sigma) \geq f_{i}(\tau)>a_{i}$ for some $i=1, \ldots, k$. In addition, for all coface $\beta \supset \sigma$, we know from Lemma 3.3(1) that $\beta \rightarrow_{f} \tau$, so $f_{i}(\beta)>a_{i}$ by a similar reasoning. Hence, $\sigma \notin K(a)$.
- If $\sigma \in B$, by definition of $B$, we have $\sigma \in K(b)$. Also, there exists a critical $\tau \in I$ such that $\sigma \rightarrow_{f} \tau$. Hence, from Corollary 5.9, we see that $f(\sigma) \varsubsetneqq$ $f(\tau)$, thus $f_{i}(\sigma) \geq f_{i}(\tau)>a_{i}$ for some $i=1, \ldots, k$ because $f(\tau) \in Q_{a}^{b}$. From Lemma 3.3(1), we also have $\beta \rightarrow_{f} \tau$ for all coface $\beta \supset \sigma$, hence $f_{i}(\beta)>a_{i}$. We conclude that $\sigma \notin K(a)$.
Consequently, $K(b)$ is the union $K(a) \cup A \cup M(I) \cup B$ of mutually disjoint $\mathcal{V}$ compatible sets.

Next, we prove that $K(a) \cup A$ and $K(a) \cup A \cup M(I)$ are subcomplexes of $K(b)$ using Lemma 6.5. To do so, we have to show that $\Pi_{f}(K(a) \cup A) \subseteq K(a) \cup A$ and $\Pi_{f}(K(a) \cup A \cup M(I)) \subseteq K(a) \cup A \cup M(I)$. Since $K(a)$ is a subcomplex of $K(b)$, we
already know that $\Pi_{f}(K(a)) \subseteq K(a)$ by Lemma 6.5. Thus, it suffices to show that $\Pi_{f}(A) \subseteq K(a) \cup A$ and $\Pi_{f}(M(I)) \subseteq K(a) \cup A \cup M(I)$.

- Let $\sigma \in A$ and $\gamma \in \Pi_{f}(\sigma)$ and suppose $\gamma \in M(I) \cup B$. By definition of $M(I)$ and $B$, we have $\gamma \rightarrow_{f} \tau$ for some $\tau \in I$, hence $\sigma \rightarrow_{f} \gamma \rightarrow_{f} \tau$, which is a contradiction since $\sigma \rightarrow_{f} I$ by definition of $A$. Thus, $\gamma \notin M(I) \cup B$, meaning that $\gamma \in K(a) \cup A$.
- Let $\sigma \in M(I)$ and $\gamma \in \Pi_{f}(\sigma)$. By definition of $M(I)$, there exists a $\tau \in I$ such that $\tau \rightarrow_{f} \sigma \rightarrow_{f} \gamma$. If there exists a $\tau^{\prime} \in I$ such that $\gamma \rightarrow_{f} \tau^{\prime}$, then $\gamma \in M(I)$. Otherwise, if $\gamma \rightarrow_{f} I$, then $\gamma \notin B$, so $\gamma \in K(a) \cup A \cup M(I)$. Either way, we have the desired result.
We now show that all critical points of $f$ in $K(b) \backslash K(a)$ are necessarily in $I$. To do so, we verify that $f(\sigma) \in Q_{a}^{b}$ for all critical $\sigma \in K(b) \backslash K(a)$. Since $\sigma \notin K(a)$, we obviously have $f_{i}(\sigma)>a_{i}$ for some $i=1, \ldots, k$. Also, $\sigma \in K(b)$ implies that either $f(\sigma) \preceq b$ or $f(\gamma) \preceq b$ for some coface $\gamma \supset \sigma$. When $f(\sigma) \preceq b$, we immediately have $f(\sigma) \in Q_{a}^{b}$. When $f(\gamma) \preceq b$ for some coface $\gamma \supset \sigma$, we see from Lemma 6.2 that there exists a cofacet $\beta$ of $\sigma$ such that $f(\beta) \preceq f(\gamma) \preceq b$. It follows from the definition of a critical point that $f(\sigma) \supsetneqq f(\beta) \preceq b$, so $f(\sigma) \in Q_{a}^{b}$.

We deduce that the sets $A$ and $B$ do not contain any critical points of $f$. Also, recall from Proposition 5.2 that a gradient flow is always acyclic. Hence, from Lemma 6.6, it follows that $K(b)=K(a) \cup A \cup M(I) \cup B \searrow K(a) \cup A \cup M(I)$ and $K(a) \cup A \searrow K(a)$. By endowing $K$ with the topology of a CW-complex, we conclude that

$$
K(b) \simeq K(a) \cup A \cup M(I) \simeq K(a) \cup M(I)
$$

where $M(I)$ is attached to $K(a)$ along its exit set ex $M(I)$.
We want to emphasize the fact that Theorem 6.7 is a generalization of both Proposition 6.3 and Proposition 6.4. Indeed, when $I=\emptyset$, then $M(I)=\emptyset$ and we see from the proof that $K(b) \searrow K(a)$, which proves Proposition 6.3. Then, when $I=\left\{\sigma^{(p)}\right\}$, we have $M(I)=\left\{\sigma^{(p)}\right\}$, which is homeomorphic to a cell of dimension $p$, and ex $M(I)=\operatorname{cl} \sigma \backslash \sigma=\operatorname{bd} \sigma$, so Proposition 6.4 follows.
6.3. Morse sets examples. We conclude this section with a few examples to illustrate Theorem 6.7.

Example 6.8. Let $K$ and $f: K \rightarrow \mathbb{R}^{2}$ be as defined in Figure 5. We could show that $f$ is mdm and that the red simplices are critical.

For $a=(0,5)$ and $b=(1,5)$, we see in Figure 6, as defined in the proof of Theorem 6.7, the sets $K(a)$ in black, $A$ in blue, $M(I)$ in orange and $B$ in green. Here, notice that $\operatorname{Con}(M(I))$ is trivial and $K(b) \searrow K(a)$.

Example 6.9. Consider the (1-dimensional) simplicial complex $K$ and the mdm function $f: K \rightarrow \mathbb{R}^{2}$ defined in Figure 7a. All simplices are critical for $f$. In Figures 7 b and 7 c , the black simplices represent $K(a)$ and the orange ones represent $M(I)$ for different parameters $a$ and $b$.

- If $a=(2,0)$ and $b=(2,1)$, we have $K(b)=K(a) \cup M(I)$ as in Figure 7 b . More precisely, $I=M(I)=\left\{f^{-1}(1,1), f^{-1}(2,1)\right\}$. We could show that Con $(M(I))$ is trivial and, although $K(b)$ is obtained by adding two critical simplices to $K(a)$, we have $K(b) \searrow K(a)$.
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- If $a=(2,1)$ and $b=(2,2)$, we have $K(b)=K=K(a) \cup M(I)$ as in Figure 7c. Here, $I=M(I)=\left\{f^{-1}(1,2)\right\}$. Since a unique critical simplex of dimension 1 is added to $K(a)$ to obtain $K(b)$, we see from either Proposition 6.4 or Theorem 6.7 that $K(b) \simeq K(a) \cup e^{1}$, where $e^{1}$ is a cell of dimension 1.

Example 6.10. Finally, consider $K$ and $f: K \rightarrow \mathbb{R}^{2}$ in Figure 8a, where the red simplices are critical. In Figures 8 b and 8 c , the sets $K(a), A$ and $M(I)$ from the proof of Theorem 6.7 are represented in black, blue and orange respectively.

- Let $a=(2,1)$ and $b=(2,2)$. We have $K(b)=K(a) \cup A \cup M(I)$ as in Figure 8b where $M(I)$ contains only one critical simplex.
- Now, consider $a=(1,2)$ and $b=(2,2)$. We then have $K(b)=K(a) \cup M(I)$ as in Figure 8c. Here, we see that $M(I)$ contains three critical simplices.
In both examples from Figures 8 b and 8 c , even though the sets $M(I)$ do not have the same number of critical simplices, we see that the homology change from $K(a)$ to $K(b)$ is the same because $K(b) \simeq K(a) \cup e^{1}$ in both cases.

From the previous examples, we see that critical simplices can, more or less, interact with each other. In particular, notice that when $I=\left\{\sigma^{(p)}, \tau^{(p+1)}\right\}$ and there exists a unique path in the gradient field going from $\tau$ to $\sigma$, then $\operatorname{Con}(M(I))$ is trivial and $K(b) \searrow K(a)$. This is a consequence of a well-known result of Forman [13] which states that, under these conditions, we can find another acyclic field in which $\sigma$ and $\tau$ are not critical by reversing the arrows along the unique path going
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from $\tau$ to $\sigma$. Informally, we could say that the two critical simplices cancel each other out.

## 7. Critical components of a multidimensional discrete Morse FUNCTION

In the original Morse theory, which studies smooth real-valued Morse functions defined on smooth manifolds, it is well known that critical points are isolated. However, when extending the theory either by considering multiple Morse functions $[10,22,26]$ or a vector-valued function [5], we see that the set of critical points obtained is separated in connected components. Experimentally, it seems that critical points of a mdm function form clusters much like the critical components that appear in the smooth setting [2].

In this section, we propose a way to partition the critical simplices of a mdm function in order to define such critical components in the discrete setting. Moreover, we establish under which conditions this partition induces a Morse decomposition.
7.1. Partitioning the critical points. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm and consider $\mathcal{C}$, the set of critical points of $f$. Since, in the smooth setting, the critical components of either multiple Morse functions or a vector-valued function are the connected components formed by the critical points, we could simply define the critical components of $f$ as the connected components of $\mathcal{C}$. However, it seems that the topological connectedness is neither a necessary nor a sufficient criteria to define the critical components of $f$. Indeed, we can see in [2] that, in practice, the clusters formed by critical simplices are not necessarily connected. Also, Example 7.1 shows
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that $\mathcal{C}$ may be connected even though we could expect $f$ to have multiple critical components.
Example 7.1. Consider the inclusion map $\iota: S^{1} \hookrightarrow \mathbb{R}^{2}$ and the mdm function $f: K \rightarrow \mathbb{R}^{2}$ defined as in Figure 9 b . We see that $f$ is a discretization of $\iota$, in the sense that every vertex $v \in K$ is a point of $S^{1}$ and $f(v)=\iota(v)$. Moreover, we could show that the set of points in $S^{1}$ which are critical for $\iota$ is the one in red in Figure 9a. This is the Pareto set of $\iota$, which we will discuss below. Here, the Pareto set clearly has two connected components. However, the critical points of $f$ are all connected.

(A) The critical points of $\iota: S^{1} \rightarrow \mathbb{R}^{2}$.

(в) A mdm function $f$ discretizing $\iota$.
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We consider another approach to partition $\mathcal{C}$. We still want the critical simplices in a same component to be connected in some way, but it should not necessarily be topologically. Hence, we consider the dynamical connections between the critical simplices, meaning that we consider $\sigma, \tau \in \mathcal{C}$ to be neighbors if either $\sigma \rightarrow_{f} \tau$ or $\sigma \leftarrow_{f} \tau$.

Moreover, in [2], where mdm functions were first introduced, an algorithm to generate gradient fields was developed and it was noticed that the sets of critical simplices found computationally resembled Pareto sets, which were studied in the setting of smooth Morse theory in [22, 26]. Since the concepts of Pareto sets and optima are widely used in the literature, many different variants exist: here, for a smooth vector-valued function $g: M \rightarrow \mathbb{R}^{k}$, we see a local Pareto optimum as a point $x \in M$ such that for all $y$ in a small enough neighborhood of $x$, we have $g_{i}(y) \leq g_{i}(x)$ for at least one $i=1, \ldots, k$.

Following this idea, for a mdm function $f: K \rightarrow \mathbb{R}^{k}$, we could require that for two neighboring (i.e. dynamically connected) critical simplices $\sigma, \tau \in \mathcal{C}$ to belong in the same component, they should be such that $f_{i}(\sigma) \leq f_{i}(\tau)$ and $f_{j}(\sigma) \geq f_{j}(\tau)$ for some $i, j=1, \ldots, k$. Since, from Corollary 5.9, $\sigma \rightarrow_{f} \tau$ implies that $f(\sigma) \nsucceq f(\tau)$, it follows that $f_{j}(\sigma) \geq f_{j}(\tau)$ is trivial and $f_{i}(\sigma) \leq f_{i}(\tau)$ implies $f_{i}(\sigma)=f_{i}(\tau)$. Similarly, $\sigma \leftarrow_{f} \tau$ implies that $f(\sigma) \supsetneqq f(\tau)$, so in this case $f_{i}(\sigma) \leq f_{i}(\tau)$ is trivially true and $f_{j}(\sigma)=f_{j}(\tau)$. This leads to the following relation.

Proposition 7.2. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm and consider $\mathcal{C}$, the set of critical points of $f$. Consider the relation $R$ defined on $\mathcal{C}$ as follows:

$$
\sigma R \tau \Leftrightarrow f_{i}(\sigma)=f_{i}(\tau) \text { for some } i=1, \ldots, k \text { and either } \sigma \rightarrow_{f} \tau \text { or } \sigma \leftarrow_{f} \tau
$$

The transitive closure of $R$ is an equivalence relation.
Proof. We easily see that $R$ is both reflexive and symmetric, which makes it straightforward to verify that its transitive closure is an equivalence relation.

Definition 7.3 (Critical components). A critical component of a mdm function $f: K \rightarrow \mathbb{R}^{k}$ is a class of the equivalence relation on $\mathcal{C}$ defined in Proposition 7.2, which we note $\sim$. We use the standards notations regarding equivalence relations, meaning that the partition of $\mathcal{C}$ in critical components is $\mathcal{C} / \sim$ and the critical component in which some $\sigma \in \mathcal{C}$ belongs is $[\sigma] \in \mathcal{C} / \sim$.

Here are a few interesting consequences of Definition 7.3. First, for $k=1$, so when $f: K \rightarrow \mathbb{R}$ is discrete Morse, $\sigma \sim \tau$ if and only if $\sigma=\tau$. Indeed, when $\sigma, \tau \in \mathcal{C}$ are such that $\sigma \neq \tau$ and $\sigma \rightarrow_{f} \tau$, we know from Corollary 5.9 that $f(\sigma)>f(\tau)$, and we deduce that $\sigma \nsim \tau$. Hence, the critical components defined by $\sim$ are just the isolated critical points. This agrees with the original smooth and discrete Morse theories.

Furthermore, using $\sim$, it is possible for $\mathcal{C} / \sim$ to have multiple components even if $\mathcal{C}$ is connected, as shown in Example 7.4(a). Moreover, it is possible to find critical components which are not necessarily connected, as in Example 7.4(c).

Example 7.4. Each mdm function below has two distinct critical components, which are colored in red and orange.
(a) In Figure 10, we see the components of the mdm function considered in Example 7.1.
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(b) In Figure 11, we have a mdm function $f: K \rightarrow \mathbb{R}^{2}$ such that for each vertex $v \in K, f(v)=\iota(v)$ where $\iota: S^{1} \hookrightarrow \mathbb{R}^{2}$ is the inclusion on the circle and, for each edge $\sigma=\left\{v_{1}, v_{2}\right\}, f(\sigma)=\left(\max \left\{f_{1}\left(v_{1}\right), f_{1}\left(v_{2}\right)\right\}, \max \left\{f_{2}\left(v_{1}\right), f_{2}\left(v_{2}\right)\right\}\right)$.
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(c) We have in Figure 12 the same mdm function that was considered in Example 6.8. Notice that the orange critical component is disconnected.


Figure 12
(d) The function in Figure 13 is mdm. Notice that there is a connection going from the red component to the orange one and vice versa.


Figure 13
7.2. Acyclicity of a mdm function. This last example shows that the suggested definition of critical components is not sufficient to induce a Morse decomposition for any mdm function $f: K \rightarrow \mathbb{R}^{k}$. Indeed, if $\mathcal{C}$ is the set of critical points of $f$, we know that $\mathcal{M}=\{\{\sigma\} \in \mathcal{C}\}$ is a Morse decomposition of $\Pi_{f}$ by Proposition 5.3 but, from Theorem 3.20, $\mathcal{M}^{\prime}=\{M([\sigma]) \mid[\sigma] \in \mathcal{C} / \sim\}$ is only a Morse decomposition when there exists no $\mathcal{M}^{\prime}$-cycle.

Using Theorem 3.20, we establish here some necessary and sufficient conditions for the critical components to induce a Morse decomposition. To do so, we first characterize a $\mathcal{M}^{\prime}$-cycle in terms of a mdm function $f$. This characterization follows directly from Proposition 3.21.
Proposition 7.5. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm, $\mathcal{C}$ be the set of critical points of $f$. Consider the collection

$$
\mathcal{M}=\{M([\sigma]) \mid[\sigma] \in \mathcal{C} / \sim\}
$$

A sequence $\left[\sigma_{0}\right],\left[\sigma_{1}\right], \ldots,\left[\sigma_{n}\right] \in \mathcal{C} / \sim$ is a $\mathcal{M}$-path if and only if there exists a sequence $\tau_{0}^{\prime}, \tau_{1}, \tau_{1}^{\prime}, \tau_{2}, \tau_{2}^{\prime}, \ldots, \tau_{n-1}^{\prime}, \tau_{n} \in \mathcal{C}$ such that

- $\tau_{0}^{\prime} \in\left[\sigma_{0}\right], \tau_{i}, \tau_{i}^{\prime} \in\left[\sigma_{i}\right]$ for each $i=1, \ldots, n-1$ and $\tau_{n} \in\left[\sigma_{n}\right]$;
- $\tau_{i-1}^{\prime} \rightarrow_{f} \tau_{i}$ for each $i=1, \ldots, n$.

Moreover, $\left[\sigma_{0}\right],\left[\sigma_{1}\right], \ldots,\left[\sigma_{n}\right] \in \mathcal{C} / \sim$ is a $\mathcal{M}$-cycle iff there exists such a sequence $\tau_{0}^{\prime}, \tau_{1}, \tau_{1}^{\prime}, \tau_{2}, \tau_{2}^{\prime}, \ldots, \tau_{n-1}^{\prime}, \tau_{n} \in \mathcal{C}$ and $\left[\sigma_{0}\right]=\left[\sigma_{n}\right]$.

This leads to the following definition.
Definition 7.6 ( $f$-cycle). Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm. A $f$-cycle is a sequence of critical components $\left[\sigma_{0}\right],\left[\sigma_{1}\right], \ldots,\left[\sigma_{n}\right]=\left[\sigma_{0}\right] \in \mathcal{C} / \sim$ such that, for each $i=1, \ldots, n$, there exists some $\tau^{\prime} \sim \sigma_{i-1}$ and $\tau \sim \sigma_{i}$ such that $\tau^{\prime} \rightarrow_{f} \tau$. We say that $f$ is acyclic if there exists no $f$-cycle.

The next theorem is a direct consequence of Theorem 3.20 and Proposition 7.5.
Theorem 7.7. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm. The collection

$$
\mathcal{M}=\{M([\sigma]) \mid[\sigma] \in \mathcal{C} / \sim\}
$$

is a Morse decomposition if and only if $f$ is acyclic.

Thus, when a mdm function is acyclic, its critical components induce another set of Morse equation and inequalities. This follows from Proposition 3.9 and Corollary 3.10 .

Theorem 7.8. Let $f: K \rightarrow \mathbb{R}^{k}$ be mdm with $\operatorname{dim} K=n$ and

$$
m_{p}:=\sum_{[\sigma] \in \mathcal{C} / \sim} \beta_{p}(M([\sigma]))
$$

where $\beta_{p}(M([\sigma]))$ is the $p^{\text {th }}$ Conley coefficient of $M([\sigma])$. If $f$ is acyclic, then

$$
\sum_{p=0}^{n} m_{p} t^{p}=\sum_{p=0}^{n} \beta_{p}(K) t^{p}+(1+t) Q(t)
$$

for some polynomial $Q(t)$ with non-negative coefficients. Thus, for all $p=0,1, \ldots, n$, we have
(1) strong Morse inequalities:

$$
m_{p}-m_{p-1}+\cdots+(-1)^{p} m_{0} \geq \beta_{p}(K)-\beta_{p-1}(K)+\cdots(-1)^{p} \beta_{0}(K)
$$

(2) weak Morse inequalities:

$$
m_{p} \geq \beta_{p}(K)
$$

(3) an alternative expression for the Euler characteristic $\chi(K)$ of $K$ :

$$
m_{0}-m_{1}+\cdots(-1)^{n} m_{n}=\beta_{0}(K)-\beta_{1}(K)+\cdots(-1)^{n} \beta_{n}(K)=\chi(K)
$$

Theorem 7.8 is analogous to Theorem 6.2 in [26]. In this work, the author studies the singularities of smooth functions $f: M \rightarrow \mathbb{R}^{2}$ on a manifold $M$ and, in order to prove the existence of Morse inequalities relating the homology of $M$ to the critical components of $f$, a no cycle property needs to be introduced.

This suggests the acyclicity of a vector-valued Morse function, whether it is discrete or smooth, is an essential property to establish Morse inequalities using the set of critical components of the function. Nonetheless, similar results could seemingly be found using the concept of persistence paths studied in [5] without assuming acyclicity.

## 8. Conclusion and Future work

The main achievement of this paper is the use of the framework of combinatorial vector fields and topological dynamics to provide a more complete definition of the multidimensional discrete Morse function (mdm) and the study of its properties. Building on preliminary results in [2] and based on the new framework, a reformulation of the definition of the mdm has allowed to establish key properties such as the handle decomposition and collapsing theorems and more importantly results on Morse inequalities and Morse decompositions. Moreover, a method of classification of critical cells of mdm functions into critical components is proposed and conditions for obtaining Morse decompositions and Morse inequalities taking into account the critical components are specified.

The results above suggest the possibility of undertaking future works in the following directions.

First, even though we only defined the mdm theory for simplicial complexes, it would be of interest to extend it to more general complexes or spaces. In particular, many of the results on combinatorial flows used in this article seem to generalize
to finite $T_{0}$-spaces [18], which are strongly related to simplicial complexes [19, 23], thus suggesting the mdm theory itself could be extended to those spaces.

Furthermore, the notion of persistence paths, as studied in [5], could also be defined in our context and potentially lead to both theoretical and practical results. On the one hand, we could link the critical components of a mdm function $f$ to the homology of its domain without presuming the acyclicity of $f$ as in Theorem 7.8. On the other hand, this could be used to find an alternative method to simplify the computation of multipersistent homology.

Experimental results validating this approach are a work in progress.
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