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Abstract. We show that the dimension of the mesh algebra of a finite
Auslander-Reiten quiver over a field is a purely combinatorial invariant that
does not depend on the ground field. Moreover, a combinatorial algorithm for
computing this dimension is given along our proof of this result.

Translation quivers appear naturally in the representation theory of finite
dimensional algebras; see, for example, [3]. A translation quiver defines a mesh
algebra over any field. A natural question arises as to whether or not the
dimension of the mesh algebra depends on the field. The purpose of this note
is to show that the dimension of the mesh algebra of a finite Auslander-Reiten
quiver over a field is a purely combinatorial invariant of this quiver. Indeed,
our proof yields a combinatorial algorithm for computing this dimension. As a
further application, one may use then semicontinuity of Hochschild cohomology
of algebras as in [6] to conclude that a finite Auslander-Reiten quiver contains
no oriented cycle if its mesh algebra over some field admits no outer derivation.

1. Simply connected translation quivers

Throughout this note, Γ denotes a translation quiver with translation τ ; see
[3, (1.1)]. We assume that Γ contains neither loops nor multiple arrows but that
each non-projective vertex is the end-point of at least one arrow. One defines
the orbit graph O(Γ ) of Γ as follows: the τ -orbit of a vertex a is the set o(x) of
vertices of the form τn(x) with n ∈ ZZ ; the vertices of O(Γ ) are the τ -orbits of
Γ , and there exists an edge o(x) o(y) in O(Γ ) if Γ contains an arrow a → b

or b → a with a ∈ o(x) and b ∈ o(y). If Γ contains no oriented cycle, then
O(Γ ) is the graph GΓ defined in [3, (4.2)]. Now Γ is called simply connected if
Γ contains no oriented cycle and O(Γ ) is a tree. By [3, (1.6), (4.1), (4.2)], this
definition is equivalent to that given in [3, (1.6)].

Let p : x0 → x1 → · · · → xr be a path in Γ . Then p induces a walk
w(p) : o(x0) o(x1) · · · o(xr) in O(Γ ), and w(p) in turn determines
a unique reduced walk wred(p). Recall that the path p is called sectional if
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xi−1 6= τxi+1 for each 0 < i < r. Moreover, for a vertex x ∈ Γ , we denote by x+

and by x− the set of immediate successors and that of immediate predecessors
of x, respectively.

We recall that a sequence

a0
e1 a1 · · · ar−1

er ar

of edges of a graph such that ei 6= ei+1 for all 1 ≤ i < r is called a reduced walk .

A vertex of a graph is considered as a trivial reduced walk.

1.1. Lemma. Assume that Γ contains no oriented cycle.
(1) Let x be a vertex of Γ . If x1, x2 ∈ x− or x1, x2 ∈ x+, then o(x1) = o(x2)

if and only if x1 = x2.
(2) If p is a sectional path in Γ , then w(p) is a reduced walk in O(Γ ).

Proof. (1) It suffices to consider the case where x1, x2 ∈ x−. Suppose that
o(x1) = o(x2). We may assume that x2 = τ rx1 for some r ≥ 0. If r > 0, then
x → τ r−1x1 → · · · → x1 → x would be an oriented cycle. Thus r = 0, that is
x1 = x2.

(2) Let p : x0 → x1 → · · · → xr be a sectional path in Γ . If w(p) is not
reduced, then o(xi−1) = o(xi+1) for some 0 < i < r. However, this means
that xi−1 = τmxi+1 for some integer m. As Γ contains no oriented cycle,
m is necessarily positive. In particular, τxi+1 exists, and then by part (1),
xi−1 = τxi+1 since xi−1, τxi+1 ∈ x−i . This contradicts the hypothesis that p is
sectional. The proof of the lemma is completed.

1.2. Lemma. If Γ is simply connected, then a sectional path in Γ is the
only path between its endpoints.

Proof. Assume that Γ is simply connected. We shall prove the lemma by
induction on the length of a sectional path. The lemma is trivially true if the
length is zero, as Γ contains no oriented cycle. Assume that r > 0 and the
lemma holds for sectional paths of length less than r. Let

p : x = y0 → y1 → · · · → yr−1 → yr = y

be a sectional path. Then the path u obtained from p by dropping the initial
arrow is the unique path from y1 to y. Note that u does not start with y1 → τ−x

as p is sectional. Now let

q : x = x0 → x1 → · · · → xs−1 → xs = y

be another path in Γ from x to y. We claim first that o(x) 6= o(xt) for 0 < t ≤ s.
Otherwise, xt = τ−mx for some such t and some integer m. Using again the
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fact that Γ contains no oriented cycle, we have m > 0 and consequently a path
from τ−x to τ−mx. Further the initial arrow x → y1 gives rise to an arrow
y1 → τ−x. Thus we obtain a path

y1 → τ−x → · · · → τ−mx = xt → xt+1 → · · · → xs−1 → y ,

which is different from u, a contradiction.
Thus, o(x) 6= o(xt) for 0 < t ≤ s, as claimed. It follows that o(x) o(x1)

is the initial edge of the reduced walk wred(q) from o(x) to o(y) in O(Γ ). Now
w(p) is a reduced walk from o(x) to o(y) whose initial edge is o(x) o(y1). As
O(Γ ) is a tree, the edge o(x) o(x1) coincides with the edge o(x) o(y1). In
particular, o(x1) = o(y1). Thus x1 = y1, by Lemma 1.1.(1). Since Γ contains
no multiple arrow, the initial arrow x → x1 of q is the same as that of p. Hence
p = q by the inductive hypothesis. This completes the proof of the lemma.

For a vertex x of Γ , we define the forward cone Γx of x to be the set of all
successors of x in Γ .

1.3. Lemma. Assume that Γ is simply connected. Let x be a vertex of Γ

and assume that
p : x0 → x1 → · · · → xm−1 → xm

is a non-trivial sectional path in Γ with x0 ∈ Γx and x1 projective. For each
1 ≤ i ≤ m, the vertex xi−1 is then the only immediate predecessor of xi that
belongs to Γx.

Proof. As x0 ∈ Γx, there exists a path

q : x = y0 → y1 → · · · → yr−1 → yr = x0 → x1

in Γ . Since x1 is projective and Γ contains no oriented cycle, o(yi) 6= o(x1) for
all 0 ≤ i ≤ r. Therefore, the associated reduced walk wred(q) from o(x) to o(x1)
in O(Γ ) ends with the edge o(x0) o(x1). If

u : x = a0 → a1 → · · · → as−1 → as = x1

is a second such path, by the same argument, the reduced walk wred(u) from
o(x) to o(x1) ends with the edge o(as−1) o(x1). This reduced walk coincides
with the reduced walk wred(q), asO(Γ ) is a tree. Consequently, o(as−1) = o(x0),
and then, by Lemma 1.1.(1), as−1 = x0. This shows that the lemma holds for
m = 1. Assume now that m > 1 and that the lemma holds for m − 1. By
Lemma 1.1.(2),

w(p) : o(x0) o(x1) · · · o(xm−1) o(xm)
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is a reduced walk in O(Γ ). Combining w(p) with the reduced walk wred(q)
results in a reduced walk

w : o(x) · · · o(x0) o(x1) · · · o(xm−1) o(xm) .

Let v : x = z0 → z1 → · · · → zt−1 → zt = xm be a path in Γ . If
o(xm) = o(zi) for some 0 ≤ i < t, then zi = τnxm. Now n > 0 as Γ contains
no oriented cycle. This implies that τxm is in Γx, and then τxm and xm−2

were different immediate predecessors of xm−1 in Γx, contrary to the inductive
hypothesis. Thus, o(xm) 6= o(zi) for each 0 ≤ i < t, and so u induces a reduced
walk from o(x) to o(xm) that ends with the edge o(zt−1) o(xm). Again
o(zs−1) = o(xm−1) since O(Γ ) is a tree, and hence zs−1 = xm−1, by Lemma
1.1. This completes the induction, thus, the proof of the lemma.

1.4. Lemma. Assume that Γ is simply connected. If x, y are vertices of Γ ,
then all paths from x to y in Γ are of the same length.

Proof. We fix a vertex x ∈ Γ . Let x = x0 → x1 → · · · → xr = y be a path in
Γ . We shall use induction on i to prove that all paths from x to xi are of length
i. This is trivially true for i = 0 since Γ contains no oriented cycle. Assume
that 1 ≤ i ≤ r and all paths from x to xi−1 are of length i− 1. Assume further
that

q : x = y0 → y1 → · · · → ys = xi

is another path. Then s > 0. Let t with 0 ≤ t < s be the smallest integer
such that the path yt → · · · → ys is sectional. If t = 0, then s = i by Lemma
1.2. Assume that t > 0. Then yt−1 = τyt+1 by the minimality of t. If some yj

with t + 1 < j ≤ s is projective, then ys−1 = xi−1 by Lemma 1.3. Therefore,
s− 1 = i− 1 by the inductive hypothesis. Otherwise, Γ contains a path

x → y1 → · · · → yt−1 = τyt+1 → · · · → τys → xi−1.

By the inductive hypothesis, i − 1 = (t − 1) + (s − t), whence s = i. This
completes the induction, and hence the proof of the lemma.

2. Mesh algebras

The objective of this section is to prove our main result. For this purpose,
we need to recall some basic notions and results on linear categories from [3].
Throughout this section, k denotes an algebraically closed field and Λ a locally
bounded k-category. There exists a unique locally finite quiver QΛ, called the
ordinary quiver of Λ, such that Λ ∼= kQΛ/IΛ, where kQΛ is the path category
of QΛ over k and IΛ is an ideal contained in the ideal of kQΛ generated by the
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paths of length two. The radical <Λ of Λ is the ideal generated by the non-
invertible morphisms. Set <0Λ = Λ and define <nΛ for n ≥ 1 to be the ideal
generated by the composites of n morphisms from <Λ. Denote by modΛ the
category of finite dimensional right Λ-modules and by indΛ the full subcategory
of modΛ generated by a chosen complete set of representatives of isomorphim
classes of indecomposable modules in modΛ.

We shall denote by k(Γ ) the mesh category of Γ over k; see [3, (2.5)]. Note
that for each n ≥ 0, the ideal <nk(Γ ) is generated by the classes of paths of
length n in Γ modulo the mesh ideal. If Γ is finite, then ⊕x,y∈Γ

k(Γ )(x, y) is
an k-algebra, called the mesh algebra of Γ over k and denoted again by k(Γ ).
Note that we can define in the same way the mesh algebra R(Γ ) of Γ over any
commutative ring R.

Assume now that Λ is locally representation-finite, that is, every object x

of Λ lies in the support of only finitely many modules in indΛ, or equivalently,
indΛ is locally bounded. The Auslander-Reiten quiver ΓΛ of Λ is a translation
quiver with respect to the Auslander-Reiten translation τΛ = DTr, the dual
of the transpose. Recall that Λ is called standard , [3, (5.1)], if indΛ ∼= k(ΓΛ),
and simply connected , [3, (6.1)], if ΓΛ is a simply connected translation quiver.
It follows from [4, (3.1)] that standardness in this sense is equivalent to that
defined in [2, (1.11)]. If ΓΛ contains no oriented cycle, then the ordinary quiver
QΛ of Λ contains no loop as ind Λ is locally bounded, and consequently, Λ is
standard [2, (9.6)]. In particular, Λ is standard if it is simply connected.

We say that Γ is an Auslander-Reiten quiver over k if Γ ∼= ΓΛ for some
locally representation-finite k-category Λ. In this case, k(Γ ) is a locally bounded
k-category. It follows from Brenner’s result [5, (5.1)] that if Γ is an Auslander-
Reiten quiver over k, then it is an Auslander-Reiten quiver over any algebraically
closed field. In the sequel, we shall simply say that Γ is an Auslander-Reiten
quiver with no reference to a ground field.

Lemma 2.1. Let Γ be a simply connected Auslander-Reiten quiver, and let
k, l be algebraically closed fields. For any pair x, y of vertices of Γ and any
integer n ≥ 0, one has then

dim k <nk(Γ )(x, y) = dim l <nl(Γ )(x, y) .

Proof. Let Λ and Σ be a locally representation-finite k-category and l-
category, respectively, such that Γ ∼= ΓΛ

∼= ΓΣ . Then Λ and Σ are simply
connected, in particular, Λ and Σ are standard. Thus k(Γ ) ∼= k(ΓΛ) ∼= indΛ,
and similarly l(Γ ) ∼= indΣ.
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We fix a vertex x of Γ . If y 6∈ Γ x, then dim k k(Γ )(x, y) = 0 = dim l l(Γ )(x, y).
Assume now that y ∈ Γ x. By Lemma 1.4, all paths from x to y have the same
length, which we denote by d(x, y).

If d(x, y) = 0, then dim k k(Γ )(x, y) = 1 = dim l l(Γ )(x, y). Now assume
that d(x, y) = r > 0 and dim k k(Γ )(x, z) = dim l l(Γ )(x, z) for all z ∈ Γ x

with d(x, z) < r. Assume that y− = {x1, . . . , xs}. For each 1 ≤ i ≤ s, either
xi 6∈ Γ x, or xi ∈ Γ x and then d(x, xi) = r−1. It follows thus from the inductive
hypothesis that dim k k(Γ )(x, xi) = dim l l(Γ )(x, xi) for all 1 ≤ i ≤ s.

Let φ : Γ → ΓΛ be an isomorphism that exists by our assumption. Set
M = φ(x), N = φ(y), and Mi = φ(xi) for 1 ≤ i ≤ s. If y is not a projective
vertex, then N is not a projective module. There exists thus an almost split
sequence

(∗) 0 → τΛN → M1 ⊕ · · · ⊕Ms → N → 0

in modΛ. Note that M 6∼= N , since ΓΛ contains no oriented cycle and r > 0.
Accordingly, applying HomΛ(M,−) to the above almost split sequence yields
an exact sequence

0 → HomΛ(M, τΛN) →
⊕

s
i=1HomΛ(M, Mi) → HomΛ(M, N) → 0 ,

and counting dimensions gives rise to the following equalities:

dim k k(Γ )(x, y) = dim k HomΛ(M,N)
=

∑s
i=1 dim k HomΛ(M, Mi)− dim k HomΛ(M, τΛN)

=
∑s

i=1 dim k k(Γ )(x, xi)− dim k k(Γ )(x, τy) .

If y is a projective vertex, then N is a projective module, and so

dim k k(Γ )(x, y) = dim k HomΛ(M, N)
=

∑s
i=1 dim k HomΛ(M, Mi)

=
∑s

i=1 dim k k(Γ )(x, xi) .

Similarly, dim l l(Γ )(x, y) =
∑s

i=1 dim l l(Γ )(x, xi)−dim l l(Γ )(x, τy), if y is
non-projective; and otherwise, dim l l(Γ )(x, y) =

∑s
i=1 dim l l(Γ )(x, xi). In case

y is non-projective, either τy 6∈ Γ x or τy ∈ Γ x with d(x, τy) = r − 2. Thus
dim k k(Γ )(x, τy) = dim l l(Γ )(x, τy) by the inductive hypothesis. Therefore,
dim k k(Γ )(x, y) = dim l l(Γ )(x, y) in either case.

Finally, let us fix an integer n ≥ 1. If Γ contains no path from x to y of
length ≥ n, then <nk(Γ )(x, y) = 0 = <nl(Γ )(x, y). Otherwise, by Lemma 1.4,
all paths from x to y are of length ≥ n. Hence <nk(Γ )(x, y) = k(Γ )(x, y) and
<nl(Γ )(x, y) = l(Γ )(x, y). Thus dim k <nk(Γ )(x, y) = dim l <nl(Γ )(x, y). This
completes the proof of the lemma.

Note that if Γ is a finite Auslander-Reiten quiver, then k(Γ ) is finite dimen-
sional over k. In order to show that the mesh algebra F (Γ ) of Γ over any other

6



field F is of dimension dimkk(Γ ), recall that a k-linear functor π : Λ̃ → Λ of
locally bounded k-categories is a covering functor , [3, (3.1)], if for all objects
x, y of Λ, the fibre π−(x) is non-empty, and for each x̃ ∈ π−(x), the map π

induces k-isomorphisms
⊕

ỹ∈π−(y)Λ̃(x̃, ỹ)
∼=−→ Λ(x, y) and

⊕
ỹ∈π−(y)Λ̃(ỹ, x̃)

∼=−→ Λ(y, x).

It is easy to see that π induces, for each n ≥ 1, a k-isomorphism
⊕

ỹ∈π−(y)<nΛ̃(x̃, ỹ)
∼=−→ <nΛ(x, y).

2.2. Theorem. Let Γ be a finite Auslander-Reiten quiver. For each n ≥ 0,
there exists dn ≥ 0 such that dim F <nF (Γ ) = dn for any field F .

Proof. We fix an algebraically closed field k, and let F be an arbitrary
field with algebraic closure l. Clearly, <nl(Γ ) = <nF (Γ ) ⊗F l for each n ≥ 0,
whence we need only to show that dim k <nk(Γ ) = dim l <nl(Γ ) for each n ≥ 0.
Furthermore, it suffices to show that dim k <nk(Γ )(x, y) = dim l <nl(Γ )(x, y) for
each pair x, y of vertices in Γ and each n ≥ 0. Let π : Γ̃ → Γ be the universal
covering of Γ ; see [3, (1.3)]. Then π induces covering functors k(Γ̃ ) → k(Γ ) and
l(Γ̃ ) → l(Γ ); see [3, (3.1)].

Let now Λ be a representation-finite k-category such that Γ ∼= ΓΛ. Let Λ̃

be the full subcategory of k(Γ̃ ) generated by the projective vertices. According
to [3, (2.4)], Λ̃ is a locally representation-finite k-category such that Γ Λ̃

∼= Γ̃ .
We fix a vertex x̃ ∈ π−(x) and an integer n ≥ 0. Then

<nk(Γ )(x, y) ∼=
⊕

ỹ∈π−(y)<nk(Γ̃ )(x̃, ỹ).

Therefore, dim k <nk(Γ )(x, y) =
∑

ỹ∈π−(y) dim k <nk(Γ̃ )(x̃, ỹ). Similarly, one
can show that

dim l <nl(Γ )(x, y) =
∑

ỹ∈π−(y)dim l <nl(Γ̃ )(x̃, ỹ).

Now by Lemma 2.1, dim k <nk(Γ̃ )(x̃, ỹ) = dim l <nl(Γ̃ )(x̃, ỹ), as Γ̃ is simply
connected. This completes the proof of the theorem.

Remark. It seems plausible that the above result should hold true for any
translation quiver Γ with k(Γ ) being finite dimensional. However, the analogue
to the exact sequence (∗) in the proof of Lemma 2.1 fails for a general translation
quiver.

We shall now show that the mesh algebra of a finite Auslander-Reiten quiver
over a commutative ring is free of finite rank. For this purpose, we need the
following basic result, in which all tensor products are taken over ZZ.
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2.3. Lemma. Let A be a ZZ-algebra, and let I be a finitely generated ideal
such that A/I is finitely generated as ZZ-module. Assume that there exists a
constant d such that dimF (A⊗F ) = dimF (A/I⊗F ) = d for any field F . Then
I = 0 and A is a free ZZ-module of rank d.

Proof. If M is a finitely generated ZZ-module such that dimF (M ⊗ F ) = d

for all fields F , then it follows from the structure theorem for finitely generated
modules over a principal ideal domain that M is a free ZZ-module of rank d. In
particular, A/I is a free ZZ-module of rank d by our assumption, and it suffices
to show that I = 0.

As lQ is ZZ-flat, we have an exact sequence

0 → I ⊗ lQ → A⊗ lQ → A/I ⊗ lQ → 0.

Since A⊗ lQ and A/I⊗ lQ are of the same finite dimension over lQ by assumption,
we have I ⊗ lQ = 0. This implies that I is a torsion group. Since I is finitely
generated as ideal, there exists an integer m > 0 such that mI = 0.

We now fix a prime p, and let ZZ(p) be the localization of ZZ at pZZ and ZZp

its residue field. Then ZZ(p) is flat over ZZ and there exists an exact sequence

0 → ZZ(p)
p·−→ ZZ(p) → ZZp → 0,

where p· denotes multiplication. Thus we obtain the following exact commuta-
tive diagram:

0 −−−−→ I ⊗ ZZ(p) −−−−→ A⊗ ZZ(p) −−−−→ A/I ⊗ ZZ(p) −−−−→ 0

p·
y p·

y p·
y

0 −−−−→ I ⊗ ZZ(p) −−−−→ A⊗ ZZ(p) −−−−→ A/I ⊗ ZZ(p) −−−−→ 0y
y

y
I ⊗ ZZp −−−−→ A⊗ ZZp −−−−→ A/I ⊗ ZZp −−−−→ 0y

y
y

0 0 0.

As A/I is free over ZZ, the ZZ(p)-module A/I ⊗ ZZ(p) is free as well. Hence
p· : A/I ⊗ ZZ(p) → A/I ⊗ ZZ(p) is a monomorphism. So the Snake Lemma yields
an exact sequence

0 → I ⊗ ZZp → A⊗ ZZp → A/I ⊗ ZZp → 0.

Since A⊗ ZZp and A/I ⊗ ZZp are of the same finite dimension over ZZp, we have
I ⊗ ZZp = 0. On the other hand, we have I ⊗ ZZp

∼= I/pI. Hence pI = I, for any
prime p. Therefore, I = mI = 0, and the proof of the lemma is complete.
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Remark. The above lemma fails for the trivial extension ZZn(lQ/ZZ ), whence
finite generation of the ideal I is necessary.

2.4. Proposition. Let R be a commutative ring and Γ a finite Auslander-
Reiten quiver. Then the mesh algebra R(Γ ) is a free R-module of finite rank
and that rank is independent of R.

Proof. In this proof, all tensor products are taken over ZZ. Note first that
R(Γ ) ∼= ZZ(Γ )⊗R. It is thus sufficient to show that ZZ(Γ ) is free over ZZ of finite
rank.

We first fix an algebraically closed field k. Since k(Γ ) is finite dimensional
over k, there exists r > 0 such that <rk(Γ ) = 0. Set A = ZZ(Γ ) and I = <rZZ(Γ ).
Then I is finitely generated as an ideal and A/I is finitely generated as ZZ-
module. Let F be an arbitrary field. Under the isomorphism A⊗F ∼= F (Γ ), the
image of I ⊗F in A⊗F maps onto <rF (Γ ). Hence, A/I ⊗F ∼= F (Γ )/<rF (Γ ).
On the other hand, by Theorem 2.2, dim F <nF (Γ ) = dim k <nk(Γ ) for all
n ≥ 0. In particular, <rF (Γ ) = 0. This yields

dimF (A/I ⊗ F ) = dimF F (Γ ) = dimF (A⊗ F ),

which is further equal to dimk k(Γ ). Now Lemma 2.3 applies and shows that
ZZ(Γ ) = A is a free ZZ-module of finite rank. This completes the proof.
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