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Abstract. This paper deals with the representation theory of strongly locally
finite quivers. We first study some properties of the finitely presented or co-
presented representations, and then construct in the category of locally finite
dimensional representations some almost split sequences which start with a
finitely co-presented representation and end with a finitely presented repre-
sentation. Furthermore, we obtain a general description of the shapes of the
Auslander-Reiten components of the category of finitely presented representa-
tions and prove that the number of regular Auslander-Reiten components is
infinite if and only if the quiver is not of finite or infinite Dynkin type. In the
infinite Dynkin case, we shall give a complete list of the indecomposable rep-
resentations and an explicit description of the Auslander-Reiten components.

Finally, we apply these results to study the Auslander-Reiten theory in the
derived category of bounded complexes of finitely presented representations.
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Introduction

As the best understood and the most stimulating part of the representation
theory of finite dimensional algebras, the theory of representations of finite quivers
has been extensively studied over the last four decades; see, for example, [11, 18,
19, 26, 28, 40, 41]. On the other hand, the Auslander-Reiten theory of irreducible
morphisms and almost split sequences provides an indispensable powerful tool for
the representation theory and it appears in many other areas such as algebraic
geometry and algebraic topology; see [6, 3, 25]. The impact of these two theories to
other branches of mathematics is best illustrated by their recent interaction with
the theory of cluster algebras via the cluster category; see, for example, [12, 17].
Now, new developments require the study of representations of infinite quivers. For
instance, in order to classify the noetherian Ext-finite hereditary abelian categories
with Serre duality, Reiten and Van den Bergh investigated the category of finitely
presented representations of a locally finite quiver without left infinite paths; see
[39]. In particular, they showed that this category has right almost split sequences
and obtained some partial description of its Auslander-Reiten components. Later,
by considering representations of ray quivers which are infinite in general, Ringel
provided an alternative construction of the noetherian Ext-finite hereditary abelian
categories which have Serre duality and non-zero projective objects; see [43]. More
recently, Holm and Jørgensen studied a cluster category of infinite Dynkin type,
which can be constructed from the category of finite dimensional representations
of a quiver of type A∞ and whose Auslander-Reiten quiver is of shape ZA∞; see
[24]. Futhermore, the bounded derived category of a finite dimensional algebra
with radical squared zero is determined by the category of finitely co-presented
representations of a covering of the ordinary quiver of the algebra which is usually
infinite; see [10], and homogeneous vector bundles over certain algebraic variety
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are characterized by the finite dimensional representations of some infinite quiver;
see [23]. Finally, representations of infinite quivers have been playing an important
role in the representation theory of coalgebras; see [14, 15, 37]. The latter in turn
is useful in the study of the Jacobian algebra of a quiver with potentials, which is
endowed with a natural structure of a topological algebra; see [27, 44].

All these motivate us to study representations of quivers in the most general
setting. Indeed, we shall work with an arbitrary base field k and a quiver Q which
is assumed only to be locally finite such that the number of paths between any
given pair of vertices is finite. The main objective of this paper is to present a
complete picture of the Auslander-Reiten theory in the category of finitely presented
k-representations of Q and in its bounded derived category. Our results yield many
interesting examples of Ext-finite, but not necessarily noetherian, hereditary abelian
categories which have (left, right) almost split sequences. We outline the content
of the paper section by section as follows.

In Section 1, we study almost finitely presented and almost finitely co-presented
representations; see (1.5), which are slightly more general than finitely presented
and finitely co-presented representations, respectively. We shall give some combi-
natorial characterizations of these representations; see (1.12). These will be useful
for us to relate almost finitely presented or co-presented representations of Q to
representations of its finite subquivers; see (1.13).

In Section 2, we study the Auslander-Reiten theory in the category rep(Q) of
locally finite dimensional k-representations of Q. We first construct almost split
sequences which start with a finitely co-presented representation and end with a
finitely presented one; see (2.8), and then study some important properties of the
Auslander-Reiten orbits in rep(Q); see (2.14). Finally, we develop some tools to
relate almost split sequences and irreducible morphisms in rep(Q) to those of locally
finite dimensional representations of subquivers of Q ; see (2.16) and (2.17).

In Section 3, we start to concentrate on the study of the Auslander-Reiten theory
in the category rep+(Q) of finitely presented k-representations of Q. We shall show
that irreducible morphisms between indecomposable representations in rep+(Q) are
irreducible in rep(Q); see (3.5), and almost split sequences in rep+(Q) have finite
dimensional starting term and remain almost split in rep(Q); see (3.6). This will
enable us to find necessary and sufficient conditions so that rep+(Q) has (left, right)
almost split sequences; see (3.7) and (3.8).

In Section 4, we shall give a general description of the Auslander-Reiten quiver
Γ rep+(Q) of rep

+(Q), which is defined since rep+(Q) is Krull-Schmidt; see [33, (2.1)].

In case Q is connected, Γ rep+(Q) has a unique preprojective component which is a

predecessor-closed subquiver of NQ op; see (4.6). The preinjective component corre-
spond to the connected components of the subquiver of Q generated by the vertices
which are not ending point of any left infinite paths, and they are finite or infinite
successor-closed subquiver of N−Q op; see (4.7). In particular, the number of prein-
jective components varies from zero to infinity. The other connected components
of Γ rep+(Q), called regular components, are of shape N−A∞, NA∞, ZA∞, or finite
wings; see (4.14). As a consequence, Γ rep+(Q) is always symmetrically valued. At

the end of this section, some conditions on Q will be given so that at most one type
of regular components will appear; see (4.16) and (4.17).
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In Section 5, we study the representation theory of infinite Dynkin types A∞,
A∞

∞, and D∞. As in the finite Dynkin case, we shall obtain a complete list of the
indecomposable representations in rep+(Q); see (5.9) and (5.19). In caseQ is of type
A∞ or A∞

∞, we shall describe the irreducible morphisms between indecomposable
representations and determine the almost split sequences with an indecomposable
middle term; see (5.10) and (5.12). This allows us to give an explicit description of
the connected components of Γ rep+(Q) for each of the three infinite Dynkin types;
see (5.16), (5.17), and (5.22). In summary, Γ rep+(Q) has at most four connected
components of which at most two are regular.

In Section 6, we prove that Γ rep+(Q) has infinitely many regular components in
case Q is not of finite or infinite Dynkin type; see (6.4). Moreover, we will show that
each of the four types of regular components could appear infinitely many times in
certain particular situation; see (6.6).

In Section 7, we study the Auslander-Reiten theory in the bounded derived cate-
gory Db(rep+(Q)) of rep+(Q). Indeed, for an arbitrary hereditary abelian category
H, we shall describe the so-called connecting almost split triangles in Db(H) and
prove that all other almost split triangles are induced from the almost split se-
quences in H; see (7.2). Combining this with previously obtained results, we get a
general description of the Auslander-Reiten quiver of Db(rep+(Q)); see (7.7), (7.9)
and (7.10). We conclude the paper with some necessary and sufficient conditions
on Q so that Db(rep+(Q)) has (left, right) almost split triangles; see (7.11).

1. Almost finitely presented representations

The objective of this section is to investigate two classes of representations,
called almost finitely presented and almost finitely co-presented, of a quiver over a
field. This will yield several hereditary abelian categories, some of them are Krull-
Schmidt in which we shall be able to study the Auslander-Reiten theory. Since
a direct sum of injective modules is not necessarily injective, we shall concentrate
on almost finitely co-presented representations while the corresponding results for
almost finitely presented representations will follow dually.

We start by introducing some combinatorial terminology and notation. Through-
out this paper, Q = (Q0, Q1) stands for a quiver, where Q0 is the set of vertices
and Q1 is the set of arrows. Let α : x→ y be an arrow in Q. We call x the starting

point and y the ending point of α, and write s(α) = x and e(α) = y. One introduces
a formal inverse α−1 with s(α−1) = y and e(α−1) = x. An edge in Q is an arrow or
the inverse of an arrow. To each vertex x in Q, one associates a trivial path, also
called trivial walk, εx with s(εx) = e(εx) = x. A non-trivial walk w in Q is a finite
or infinite product

· · · ci+1ci · · · ,

where the ci are edges such that e(ci) = s(ci+1) for all i, whose inverse w−1 is
defined to be the product

· · · c−1
i c−1

i+1 · · · .

Such a walk w is called reduced if ci+1 6= c−1
i for every i, and acyclic if it passes

through any given vertex in Q at most once. Clearly an acyclic walk is reduced. If
w is a finite or infinite product

· · · ci · · · c2c1,
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then we call c1 the initial edge of w, we define s(w) = s(c1), the starting point of
w, and we write w · εs(w) = w. Dually, if w is a finite or infinite product

c1c2 · · · ci · · · ,

then we call c1 the terminal edge of w, we define e(w) = e(c1), the ending point of
w, and we write εs(w) · w = w. An infinite walk w is called right infinite if s(w) is
defined, left infinite if e(w) is defined, and double infinite if neither s(w) nor e(w)
is defined. Clearly, w is finite if and only if both s(w) and e(w) are defined, and in
this case, we call w a walk from s(w) to e(w).

A non-trivial walk in Q is called a path if all of its edges are arrows. A middle

point of a path is a vertex which appears in the path but is neither the starting
point nor the ending point. A path is called maximal if it is not a proper subpath
of any other path in Q. Let x, y be vertices in Q. If Q contains a path p from x
to y, then we say that x is a predecessor of y which is trivial or immediate if p is a
trivial path or an arrow, respectively; while y is a successor of x which is trivial or
immediate if p is a trivial path or an arrow, respectively.

For x ∈ Q0, we denote by x+ and x− the set of arrows starting in x and the
set of arrows ending in x, respectively. We say that x is a sink vertex or a source

vertex if x+ = ∅ or x− = ∅, respectively. Moreover, one says that Q is locally finite

if x+ and x− are finite for any x ∈ Q0, and in this case, one defines the weight of
x to be the sum of the cardinalities of x− and x+. For x, y ∈ Q0, let Q(x, y) stand
for the set of paths in Q from x to y. One says that Q is interval-finite if Q(x, y)
is finite for any x, y ∈ Q0. For short, we say that Q is strongly locally finite if it is
locally finite and interval-finite. Note that Q contains no oriented cycle in case it
is interval-finite.

Let Σ be a subquiver of Q. We shall say that Σ is full if, for any vertices x, y in
Σ , all the arrows in Q from x to y lie in Σ ; convex if, for any vertices x, y in Σ , all
the paths in Q from x to y lie in Σ ; predecessor-closed if every path in Q ending in
some vertex in Σ lies entirely in Σ ; and successor-closed if every path in Q starting
in some vertex in Σ lies entirely in Σ .

From now on, k denotes an arbitrary field and Q is a strongly locally finite
quiver. We shall compose morphisms in any category from the right to the left,
and all tensor products are over k. A representation M of Q over k, or simply a
k-representation, consists of a family of k-spaces M(x) with x ∈ Q0, and a family
of k-maps M(α) : M(x) → M(y) with α : x → y in Q1. For each path ρ in Q,
we write M(ρ) = 1IM(x) if ρ = εx and M(ρ) = M(αr) · · ·M(α1) if ρ = αr · · ·α1

with α1, . . . , αr ∈ Q1. Recall that a morphism f : M → N of k-representations
of Q consists of a family of k-maps f(x) : M(x) → N(x) with x ∈ Q0 such that
f(y)M(α) = N(α)f(x), for every arrow α : x → y. Let M be a k-representation
of Q. The socle of M , written as socM , is the sub-representation of M so that
(socM)(x), for any x ∈ Q0, is the intersection of the kernels of the mapsM(α) with
α ∈ x+; the radical ofM , written as radM , is the sub-representation ofM such that
(radM)(x), for any x ∈ Q0, is the sum of the images of the mapsM(β) with β ∈ x−;
and the top of M , written as topM , is the quotient M/radM . We shall say that
topM is essential overM if radM is superfluous inM . Furthermore, the support of
a representation M , written as suppM , is the full subquiver of Q generated by the
vertices x for which M(x) 6= 0. One says that M is sincere if suppM = Q, finitely
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supported if suppM is finite, and supported by a subquiver Σ of Q if suppM ⊆ Σ .
Finally, M is called locally finite dimensional if M(x) is of finite k-dimension for
all x ∈ Q0; and finite dimensional if

∑

x∈Q0
dimM(x) is finite. We shall denote

by Rep(Q) the abelian category of all k-representations of Q, which is known to be

hereditary, that is, Ext2(−,−) vanishes; see [19, (8.2)]. Moreover, Repb(Q), rep(Q)
and repb(Q) will stand for the full subcategories of Rep(Q) generated by the finitely
supported representations, by the locally finite dimensional representations, and by
the finite dimensional representations, respectively.

The following easy observation will be used in our later investigation.

1.1. Lemma. Let M be an object in Rep(Q). If suppM has no right infinite path,

then socM is essential in M . If suppM has no left infinite path, then topM is

essential over M .

Proof. We shall prove only the first part. Let N be a non-zero sub-representation
of M . Let x be a vertex in suppM such that N(x) has a non-zero element v. If
suppM has no right infinite path, then suppM has a maximal path ρ starting with
x such that N(ρ)(v) 6= 0. Note that N(ρ)(v) lies in N ∩ socM . The proof of the
lemma is completed.

We shall introduce more notation which will be used throughout the paper. Let
a ∈ Q0. The simple representation Sa at a is defined by Sa(a) = k εa and Sa(x) = 0
for all vertices x 6= a. Moreover, let Pa be the k-representation such that Pa(x),
for any x ∈ Q0, is the k-space spanned by Q(a, x); and Pa(α) : Pa(x) → Pa(y),
for α : x → y ∈ Q1, is the k-map sending every path ρ to αρ. Finally, Ia is the
k-representation such that Ia(x), for x ∈ Q0, is the k-space spanned by Q(x, a);
and Ia(α) : Ia(x) → Ia(y), for α : x → y ∈ Q1, is the k-map sending ρα to ρ and
vanishing on the paths which do not factor through α. Since Q is interval-finite,
the representations Pa, Ia are locally finite dimensional.

1.2. Lemma. Let I = Ia⊗V with a ∈ Q0 and V a non-zero k-space. If x ∈ Q0 and

α1, . . . , αs, s ≥ 1, are the arrows in suppI starting in x, then I(x) =W1⊕· · ·⊕Ws

such that I(αi)(Wi) 6= 0 and I(αi)(Wj) = 0, for 1 ≤ i, j ≤ n with i 6= j. As a

consequence, I has an essential socle Sa ⊗ V .

Proof. Let x ∈ Q0 and α1, · · · , αs be the arrows in suppI starting with x. Then
Ia(x) = N1 ⊕ · · · ⊕Ns, where Ni is spanned by the paths x a factoring through
αi. By definition, Ia(αi)(Ni) 6= 0 and Ia(αi)(Nj) = 0, for 1 ≤ i, j ≤ s with i 6= j.
Since I(x) = (N1⊗V )⊕· · ·⊕(Nn⊗V ) and I(αi) = Ia(αi)⊗1IV , the first part of the
lemma follows. Since Q has no oriented cycle, Ia(a) = kεa, and for any vertex x in
suppI, we see that suppI has no arrow starting with x if and only if x = a. Thus
socI = Sa ⊗ V . Furthermore, since Q is interval-finite, suppI has no right infinite
path. By Lemma 1.1, socI is essential in I. The proof of the lemma is completed.

1.3. Proposition. Let M be an object in Rep(Q) and V be a k-space. For each

a ∈ Q0, there exist k-linear isomorphisms which are natural in M as follows :

φM : HomRep(Q)(M, Ia ⊗ V ) // Homk(M(a), V ),

ψM : HomRep(Q)(Pa ⊗ V,M) // Homk(V,M(a)).
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Proof. We shall prove only the first part of the statement. Fix a ∈ Q0. For each
x ∈ Q0, we have (Ia ⊗ V )(x) = ⊕ρ∈Q(x,a)(kρ⊗ V ). Since Q has no oriented cycle,
Ia(a) = kεa. Let eV : Ia(a)⊗V → V be the k-isomorphism such that e

V
(εa⊗v) = v,

for all v ∈ V . Define

φM : HomRep(Q)(M, Ia ⊗ V )→ Homk(M(a), V ) : f 7→ e
V
f(a),

which is clearly k-linear and natural in M . If f :M → Ia ⊗ V is a morphism such
that φM (f) = 0, then f(a) = 0. Hence soc(Ia ⊗ V )∩ Im(f) = 0. Since soc(Ia ⊗ V )
is essential in Ia ⊗ V , we get f = 0. That is, φM is a monomorphism. For proving
the surjectivity, let g : M(a) → V be a k-map. For each x ∈ Q0, since Q(x, a) is
finite, we have a k-linear map

f(x) :M(x)→ Ia(x) ⊗ V : v 7→ Σρ∈Q(x,a) ρ⊗ g(M(ρ)(v)).

Let α : x → y be an arrow in Q. We claim that (Ia(α) ⊗ 1IV )f(x) = f(y)M(α).
Indeed, if Q(x, a) = ∅, then Q(y, a) = ∅. Hence f(x) = 0 and f(y) = 0. Assume
that Q(x, a) 6= ∅. Fix v ∈ M(x). Then f(x)(v) =

∑

ρ∈Q(x,a) ρ ⊗ g(M(ρ)(v)). If

ρ = σα with σ ∈ Q(y, a), then Ia(α)(ρ) = σ, and otherwise, Ia(α)(ρ) = 0. Thus,

(Ia(α)⊗ 1IV )(f(x)(v)) = Σσ∈Q(y,a) σ ⊗ g(M(σ)M(α)(v)) = f(y)(M(α)(v)).

This establishes our claim. As a consequence, the f(x) with x ∈ Q0 form a mor-
phism f : M → Ia ⊗ V in Rep(Q). By definition, φM (f) = e

V
f(a) = g. The proof

of the proposition is completed.

It follows from the preceding result that Pa ⊗ V is projective and Ia ⊗ V is
injective in Rep(Q). Moreover, Pa and Ia are indecomposable. Let Inj (Q) be
the full additive subcategory of Rep(Q) generated by the objects isomorphic to
Ia ⊗ Va with a ∈ Q0 and Va some k-space, and let Proj (Q) be the one generated
by the objects isomorphic to Pa⊗Ua with a ∈ Q0 and Ua some k-space. Moreover,
we denote by inj (Q) and proj (Q) the full additive subcategories of Inj (Q) and
Proj (Q), respectively, generated by the locally finite dimensional representations.

1.4. Corollary. If M is a representation in Rep(Q), then

(1) M ∈ Inj (Q) if and only if M is injective in Rep(Q) with socM being finitely

supported and essential in M ;

(2) M ∈ Proj(Q) if and only if M is projective in Rep(Q) with topM being finitely

supported and essential over M .

Proof. We shall prove only Statement (1). The necessity follows from Lemma 1.2
and Proposition 1.3. For the sufficiency, let M be a non-zero injective object in
Rep(Q) such that socM is finitely supported and essential in M. Then socM =
(Sa1 ⊗V1)⊕ · · ·⊕ (Sas ⊗Vs), where the ai are vertices in Q and the Vi are non-zero
k-spaces. Set I = (Ia1 ⊗ V1) ⊕ · · · ⊕ (Ias ⊗ Vs). Then socM = socI. Observing
that I is injective by Proposition 1.3, we have a morphism f : M → I which acts
identically on socM . Since socM is essential, f is a monomorphism. Since M
is injective, f is a section. Since socI is essential, f is an isomorphism. Thus
M ∈ Inj (Q). The proof of the corollary is completed.

1.5. Definition. Let M be an object in Rep(Q). We say that M is almost finitely

co-presented if it admits an injective co-resolution

0 // M // I0 // I1 // 0
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with I0, I1 ∈ Inj(Q), and finitely co-presented if, in addition, I0, I1 ∈ inj(Q). Dually,
M is called almost finitely presented if it admits a projective resolution

0 // P1
// P0

// M // 0

with P1, P0 ∈ Proj(Q), and finitely presented if, in addition, P1, P0 ∈ proj(Q).

We shall say that a quiver is top-finite if each vertex is a successor of finitely
many pre-fixed vertices; and socle-finite if each vertex is a predecessor of finitely
many pre-fixed vertices.

1.6. Lemma. Let M be a representation in Rep(Q).

(1) If M is almost finitely co-presented, then socM is finitely supported and essen-

tial in M , and suppM is socle-finite with no right infinite path.

(2) If M is almost finitely presented, then topM is finitely supported and essential

over M , and suppM is top-finite with no left infinite path.

Proof. We shall prove only Statement (1). Assume that M is non-zero and almost
finitely co-presented. Suppose that M → I is the injective envelope of M, where
I = (Ia1 ⊗U1)⊕· · ·⊕ (Iar ⊗Ur) with a1, . . . , ar ∈ Q0 and U1, . . . , Ur some non-zero
k-spaces. Then socM is essential in M and supported by the vertices a1, . . . , ar.
Let x be a vertex in suppM . Choose some non-zero element v ∈ M(x) and let
L be the sub-representation of M generated by v. Since L ∩ socM 6= 0, suppL
contains some ai with 1 ≤ i ≤ r. Therefore, suppL has a path from x to ai. That
is, x is a predecessor of ai in suppM . Therefore, suppM is socle-finite. Since Q
is interval-finite, we see that suppM has no right infinite path. The proof of the
lemma is completed.

The following result states some useful combinatorial properties of the finitely
presented or finitely co-presented but infinite dimensional representations.

1.7. Corollary. Let M be an infinite dimensional representation in rep(Q).

(1) If M is finitely presented, then suppM contains a right infinite path.

(2) If M is finitely co-presented, then suppM contains a left infinite path.

Proof. We shall prove only Statement (1). Assume that M is finitely presented.
By Lemma 1.6, suppM is top-finite. Since suppM is infinite and locally finite, by
König’s lemma, it has a right infinite path. The proof of the corollary is completed.

We denote by Rep+(Q) and Rep−(Q) the full subcategories of Rep(Q) gene-
rated by the almost finitely co-presented representations and by the almost finitely
presented representations, respectively.

1.8. Proposition. The categories Rep+(Q) and Rep−(Q) are abelian and heredi-

tary, which are closed under extensions in Rep(Q).

Proof. We shall consider only Rep−(Q). Given a morphism f : I1 → I2 in Inj (Q),
set I = Im(f) and consider the short exact sequence

(∗) 0 // I // I2 // J // 0 .

Since Rep(Q) is hereditary, I, J are injective, and hence the sequence (∗) splits. In
particular, socI2 ∼= socI ⊕ socJ . Since socI2 is finitely supported and essential
in I2, we see that socJ is finitely supported and essential in J . By Corollary 1.4,
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J ∈ Inj (Q). Now it follows from the dual of Proposition 2.1 in [4] that Rep−(Q) is
abelian and closed under extensions in Rep(Q). Moreover, Rep−(Q) is hereditary
since Rep(Q) is so. The proof of the proposition is completed.

Let Σ be a subquiver of Q. For each representation M ∈ Rep(Q), we define an
object M

Σ
∈ Rep(Q), called the restriction of M to Σ , by setting M

Σ
(ρ) = M(ρ)

if ρ ∈ Σ ; and M
Σ
(ρ) = 0 otherwise, where ρ ranges over Q0 ∪Q1. For a morphism

f :M → N in Rep(Q), we define its restriction to Σ , written as f
Σ
:M

Σ
→ N

Σ
, by

setting f
Σ
(x) = f(x) if x ∈ Σ0, and fΣ (x) = 0 otherwise, where x ranges over Q0.

1.9. Definition. Let Σ be a full subquiver of Q. A representation M ∈ Rep(Q)
is called projective or injective restricted to Σ if M

Σ
∈ Proj (Q) or M

Σ
∈ Inj (Q),

respectively.

Let Σ be a full subquiver of Q. The complement of Σ in Q is the full subquiver
of Q generated by the vertices not in Σ , while the augmented complement of Σ in
Q is the full subquiver of Q generated by the vertices and the arrows not in Σ .
Note that a vertex x ∈ Σ0 lies in the augmented complement of Σ if and only if
there exists an edge x — y with y 6∈ Σ0. Since Q is locally finite, the augmented
complement of Σ is finite if and only if the complement is finite. We shall say that
Σ is co-finite in Q if its complement in Q is finite.

1.10. Lemma. If M ∈ Rep(Q) is injective restricted to some full subquiver Σ of Q,

then it is injective restricted to any co-finite predecessor-closed subquiver of Σ.

Proof. Let M ∈ Rep(Q) such that M
Σ
∈ Inj (Q), where Σ is a full subquiver of

Q. With no loss of generality, we may assume that M
Σ
= I, where I = Ia ⊗ U

with a ∈ Σ0 and U a non-zero k-space. Then suppI ⊆ Σ . Let Θ be a co-finite
predecessor-closed subquiver of Σ . Then M

Θ
= I

∆
, where ∆ = Θ ∩ suppI. Observe

that ∆ is co-finite and predecessor-closed in suppI. As a consequence, I
∆

is a
quotient of I. Since Rep(Q) is hereditary, I

∆
is injective. Note that suppI has no

right infinite path since Q is interval-finite. By Lemma 1.1, socI
∆

is essential in
I
∆
. If a ∈ ∆, then I

∆
= Ia ⊗ U . Otherwise, by Lemma 1.2, for any vertex x in

the support of socI
∆
, there exists an arrow x → y in suppI with y 6∈ ∆. Since

∆ is co-finite in suppI, we see that socI
∆
is finitely supported. By Corollary 1.4,

I
∆
∈ Inj (Q). That is, M

Θ
∈ Inj (Q). The proof of the lemma is completed.

1.11. Proposition. The intersection of Rep−(Q) and Rep+(Q) is Repb(Q).

Proof. Let M ∈ Rep(Q). If M is almost finitely presented and almost finitely
co-presented then, by Lemma 1.6, suppM is both socle-finite and top-finite. Since
Q is interval-finite, suppM is finite. Conversely, assume that suppM is finite.
In particular, socM = ⊕ni=1(Sai ⊗ Ui), where a1, . . . , an ∈ Q0 and U1, . . . , Un
are non-zero k-spaces. Therefore, M has an injective envelope M → I, where
I = ⊕ni=1(Iai ⊗ Ui) ∈ Inj(Q). Consider the short exact sequence

(∗) 0 // M // I // J // 0

where J is injective. By Lemma 1.6, suppI is socle-finite. Since Q is interval-finite,
suppI has no right infinite path. Since suppJ ⊆ suppI, by Lemma 1.1, socJ is
essential in J . Denote by ∆ the successor-closed subquiver of suppI generated by
suppM . Since suppI is socle-finite, ∆ is finite. Let Σ be the complement of ∆ in
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suppI. Then Σ is predecessor-closed in suppI. Restricting the sequence (∗) to Σ

yields a short exact sequence

0 // M
Σ

// I
Σ

// J
Σ

// 0 .

Since M
Σ
= 0, we get J

Σ

∼= I
Σ
. By Lemma 1.10, soc(J

Σ
) is finite. Let x be a vertex

in the support of socJ . If x ∈ Σ , then x lies in the support of socJ
Σ
. Otherwise,

x ∈ ∆. This shows that socJ is finitely supported. By Corollary 1.4, J ∈ Inj (Q).
That is, M is almost finitely co-presented. Dually, M is almost finitely presented.
The proof of the proposition is completed.

We are ready to have a criterion for a representation to be almost finitely pre-
sented or almost finitely co-presented.

1.12. Theorem. Let Q be a strongly locally finite quiver. If M ∈ Rep(Q), then

(1) M is almost finitely presented if and only if M is projective restricted to some

co-finite successor-closed subquiver of suppM, and

(2) M is almost finitely co-presented if and only if M is injective restricted to some

co-finite predecessor-closed subquiver of suppM .

Proof. We shall prove only Statement (2). First, assume that M
Σ
∈ Inj (Q), where

Σ is a co-finite predecessor-closed subquiver of suppM . Let Ω be the complement
of Σ in suppM . Then Ω is finite and successor-closed in suppM . Thus M

Ω
is a

finitely supported sub-representation of M , and we have a short exact sequence

0 // M
Ω

// M // M
Σ

// 0

in Rep(Q). By Propositions 1.8 and 1.11, M is almost finitely co-presented. Con-
versely, assume that M admits a minimal injective resolution

0 // M
f

// I
g

// J // 0

with I = ⊕mi=1 (Iai⊗Ui) and J = ⊕nj=1 (Ibj⊗Vj), where ai, bj ∈ Q0 and the Ui, Vj are
k-spaces. Let Ω be the convex hull in suppI generated by a1, . . . , am, b1, . . . , bn.
It is easy to see that Ω is finite and successor-closed in suppI. Let ∆ be the
complement of Ω in suppI. Then ∆ is co-finite and predecessor-closed in suppI.
We claim that the short exact sequence

0 // M
∆

f
∆ // I

∆

g
∆ // J

∆

// 0

splits. Indeed, since I
∆
, J

∆
∈ Inj (Q) by Lemma 1.10, it suffices to show that g

∆

induces a surjective map from socI
∆
to socJ

∆
. For this purpose, fix a vertex x in the

support of socJ
∆
and a non-zero element v in (socJ

∆
)(x). Since g(x) is surjective,

v = g(x)(u) for some u ∈ I(x). Let αi : x → xi, i = 1, . . . , s, be the arrows in
suppI starting with x, where x1, . . . , xr ∈ Ω with 0 ≤ r ≤ s and xr+1, · · · , xs ∈ ∆.
It follows from Lemma 1.2 that I(x) =W1 ⊕ · · · ⊕Ws such that I(αi)(Wj) = 0 for
1 ≤ i, j ≤ s with i 6= j. Write u = u1 + · · · + us with ui ∈ Wi. For 1 ≤ j ≤ r,
since xj 6∈ ∆, we have I

∆
(αj) = 0, and hence I

∆
(αj)(u1 + · · · + ur) = 0. Since

I(αj)(u1 + · · · + ur) = 0 for r < j ≤ s, we get u1 + · · · + ur ∈ (socI
∆
)(x). If

r = s, then u ∈ (socI
∆
)(x). Otherwise, consider g(x)(ur+1 + · · ·+ us) ∈ J(x). For

1 ≤ j ≤ r, we have

J(αj)(g(x)(ur+1 + · · ·+ us)) = g(xj)(I(αj)(ur+1 + · · ·+ us)) = g(xj)(0) = 0.
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For r < j ≤ s, since αj ∈ ∆ and v ∈ socJ
∆
, we see that J(αj)(v) = J

∆
(αj)(v) = 0.

This yields

J(αj)(g(x)(ur+1 + · · ·+ us)) = g(xj)(I(αj)(ur+1 + · · ·+ us))
= g(xj)(I(αj)(u1 + · · ·+ us))
= J(αj)(g(x)(u1 + · · ·+ us))
= J(αj)(v)
= 0.

Since suppJ ⊆ suppI, we have g(x)(ur+1 + · · · + us) ∈ (socJ)(x), and hence
g(x)(ur+1 + · · ·+ us) = 0 since x 6= bj for 1 ≤ j ≤ n. This shows that u1 + · · ·+ ur
is a pre-image of v by g

∆
in (socI

∆
)(x). Our claim is established. As a consequence,

M
∆
∈ Inj (Q). Finally, Σ = ∆ ∩ suppM is co-finite and predecessor-closed in

suppM such that M
Σ
= M

∆
. That is, M is injective restricted to Σ . The proof of

the theorem is completed.

Combined with Theorem 1.12, the following result and its dual allow us to study
sometimes almost finitely presented or co-presented representations of Q by means
of the representation theory of finite quivers.

1.13.Theorem. Let Q be a strongly locally finite quiver with full subquivers Σ ⊆ Q′,
and let M,N ∈ Rep−(Q) with supp(M ⊕ N) ⊆ Q′ and (M ⊕ N)

Σ
∈ Inj(Q). If Ω

is a successor-closed subquiver of Q′ containing the socle-support of (M ⊕N)
Σ
and

the augmented complement of Σ in Q′, then

(1) M ∼= N if and only if M
Ω

∼= N
Ω
;

(2) M is indecomposable if and only if M
Ω
is indecomposable;

(3) a morphism f :M → N is a section or a retraction if and only if f
Ω
is a section

or a retraction, respectively.

Proof. Let Ω be a successor-closed subquiver of Q′ containing the socle-support of
(M ⊕N)

Σ
and the augmented complement of Σ in Q′. We first show that

φ : HomRep(Q)(M,N)→ HomRep(Q)(MΩ
, N

Ω
) : f 7→ f

Ω

is a k-linear isomorphism. Let f :M → N be a morphism such that f
Ω
= 0. If x is

a vertex in the socle-support of N , then x lies in the socle-support of N
Σ
or in the

complement of Σ in Q′, and hence x ∈ Ω . Thus f(x) = 0. Hence Im(f)∩socN = 0.
Since socN is essential in N , we get f = 0. That is, φ is injective.

Next, let ∆ = Σ ∩ Ω , which is successor-closed in Σ . Hence M
∆
and N

∆
are

sub-representations of M
Σ
and N

Σ
, respectively. Let g : M

Ω
→ N

Ω
be a morphism.

Consider the restriction g
∆
: M

∆
→ N

∆
. Since N

Σ
is injective, we have a morphism

h : M
Σ
→ N

Σ
such that h

∆
= g

∆
. For any x ∈ Q0, set f(x) = g(x) if x ∈ Ω ;

f(x) = h(x) if x ∈ Σ ; and f(x) = 0 if x 6∈ Q′. Since every arrow in Q′ lies in Σ

or Ω , we verify easily that f = {f(x) | x ∈ Q0} is a morphism from M to N in
Rep(Q) such that f

Ω
= g. That is, φ is surjective.

Specializing to the case where N = M , we get End(M) ∼= End(M
Ω
). Since

Rep(Q) is abelian, an object is indecomposable if and only if its endomorphism
algebra has only trivial idempotents. As a consequence, M is indecomposable if
and only if M

Ω
is indecomposable. This establishes Statement (2).

Finally, consider a morphism f : M → N in Rep(Q). Suppose that f
Ω

is a
section. Let g : N

Ω
→ M

Ω
be a morphism such that gf

Ω
= 1M

Ω
. Since φ is

surjective, there exists a morphism h : N → M such that h
Ω

= g. This yields
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(hf)
Ω
= (1M )

Ω
, and thus hf = 1M . Similar, f is a retraction if f

Ω
is a retraction.

This establishes Statement (3). In particular, f is an isomorphism if and only if f
Ω

is an isomorphism. The proof of the theorem is completed.

The rest of this section is devoted to the study of the finitely presented or co-
presented representations. Let rep+(Q) stand for the category of finitely presented
representations of Q and rep−(Q) for that of finitely co-presented ones.

1.14. Lemma. Let L,M be representations in rep(Q).

(1) If M ∈ rep+(Q), then Extirep(Q)(M,L) is finite dimensional for i ≥ 0.

(2) If M ∈ rep−(Q), then Extirep(Q)(L,M) is finite dimensional for i ≥ 0.

Proof. We shall prove only Statement (2). Let M be an object in rep−(Q) with

a minimal injective co-resolution 0 // M // I // J // 0 , where I, J ∈ inj(Q).
Applying Homrep(Q)(L,−) yields an exact sequence

0 // Hom(L,M) // Hom(L, I) // Hom(L, J) // Ext1(L,M) // 0.

Since L ∈ rep(Q), by Proposition 1.3, Homrep(Q)(L, I) and Homrep(Q)(L, J) are
finite dimensional. The proof of the lemma is completed.

One says that an additive k-category is Hom-finite if the Hom-spaces are of finite
k-dimension and that an abelian k-category is Ext-finite if the Ext-spaces are of
finite k-dimension. Note that a Hom-finite additive k-category is Krull-Schmidt if
its idempotents split. Hence a Hom-finite abelian k-category is Krull-Schmidt. The
following result is an immediate consequence of Propositions 1.8, 1.11, and 1.14.

1.15. Proposition. The k-categories rep+(Q) and rep−(Q) are Hom-finite, Ext-

finite, hereditary, and abelian. Moreover, they are extension-closed in rep(Q) and

their intersection is repb(Q).

Remark. If Q has no left infinite path or no right infinite path, then we have
rep−(Q) = repb(Q) or rep+(Q) = repb(Q), respectively. As a consequence, if Q has
no infinite path, then rep+(Q) = repb(Q) = rep−(Q).

We shall describe the projective objects and the finite dimensional injective ob-
jects in rep+(Q). For this purpose, denote by Q+ the full subquiver of Q generated
by the vertices which are not ending point of any left infinite path.

1.16. Proposition. Let M be an indecomposable representation in rep+(Q).
(1) M is a projective in rep+(Q) if and only if M ∼= Px for some x ∈ Q0.

(2) M is finite dimensional and injective in rep+(Q) if and only if M ∼= Ix for

some x ∈ Q+.

(3) If M ∼= Sx for some x ∈ Q0, then M has an injective hull in rep+(Q) if and

only if x ∈ Q+.

Proof. (1) By definition, M has a projective cover f : P →M , where P is an object
in proj(Q). If M is projective in rep+(Q), then f is an isomorphism. Since M is
indecomposable, we have P ∼= Px for some x ∈ Q0.

(2) Let x ∈ Q+. Since Q is locally finite, x admits only finitely many predecessors
in Q, and hence Ix is finite dimensional. Since Ix is injective in rep(Q), it is
injective in rep+(Q). Suppose conversely that M is a finite dimensional injective
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object in rep+(Q). Then socM = ⊕ri=1 (Sxi
⊗ Ui) with xi ∈ Q0 and Ui some finite

dimensional non-zero k-spaces. We have an essential monomorphism f :M → I in
rep(Q), where I = ⊕ri=1 (Ixi

⊗ Ui). In particular, suppM ⊆ suppI. Fix a vertex
y in suppI. Let Σ be the convex subquiver of suppI generated by suppM and y.
Since suppM is finite, so is Σ . By restriction, we get an essential monomorphism
f
Σ
: M → I

Σ
in rep(Σ). Observing that M is injective in rep(Σ ), we see that f

Σ
is

an isomorphism. In particular, M(y) ∼= I
Σ
(y) = I(y) 6= 0. Thus suppM = suppI.

Therefore, f is an essential monomorphism in rep+(Q). Since M is injective in
rep+(Q), f is an isomorphism, and consequently, r = 1 and x1 ∈ Q+.

(3) If x ∈ Q+, then Ix is the injective hull of Sx in rep+(Q). Conversely, suppose
that Sx has an injective hull I in rep+(Q). Since Sx is essential in I, every vertex
in suppI is a predecessor of x in Q. Thus suppI is both top-finite and socle-finite.
As a consequence, I is finite dimensional. We now deduce from Statement (2) that
I = Ix, and hence x ∈ Q+. The proof of the proposition is completed.

Example. Let Q be the following infinite quiver

1 // 2 // 3 // · · · // n // · · · .

Since rep+(Q) is Krull-Schmidt, using the description of the indecomposable rep-
resentations in rep+(Q) given in (5.9), one can verify that P1 is an injective object
in rep+(Q). It is clear that P1 6∈ inj(Q).

To conclude this section, we construct a duality between proj(Q) and inj(Q).
The proofs will be left out since this is similar to the construction in the finite
case. Consider the opposite quiver Qop of Q which is defined in such a way that
every vertex x in Q corresponds to a vertex xo in Qop and every arrow α : x → y
corresponds to an arrow αo : yo → xo in Qop. If p = αn · · ·α1 is a path in Q
from x to y, then we write po = αo

1 · · ·α
o
n, the corresponding path in Qop from yo

to xo. For any given object M ∈ rep(Q), we define DM ∈ rep(Qop) by setting
(DM)(xo) = Homk(M(x), k) for each vertex xo and (DM)(αo) to be the transpose
of M(α), for each arrow αo. For a morphism f : M → N in rep(Q), we define a
morphism Df : DN → DM in rep(Qop) by setting (Df)(xo), for each vertex xo in
Qop, to be the transpose of f(x).

1.17. Lemma. The functor D : rep(Q)→ rep(Qop) is a duality such that DIx ∼= Pxo

and DPx ∼= Ixo , for all x ∈ Q0.

For the rest of the paper, put A = kQ, the path algebra of Q over k. Note
that A has a complete set of primitive orthogonal idempotents {εx |x ∈ Q0}. A
left A-module M is called unitary if M = ⊕x∈Q0

εxM . Let ModA be the cate-
gory of left unitary A-modules. It is well known that there exists an equivalence

Rep(Q)
∼=
−→ ModA, sending a representation M to the module ⊕x∈Q0

M(x). For
convenience, we shall make the identification M = ⊕x∈Q0

M(x). In this way,
Px = Aεx as a module, while A = ⊕x∈Q0

Px as a representation. Note that there
exists a contravariant functor HomA(−, A) from the category of all left A-modules
to that of all right A-modules which, however, does not necessarily send a unitary
module to a unitary one.

1.18. Lemma. The functor HomA(−, A) : proj(Q) → proj(Qop) is a duality such

that HomA(Px, A) ∼= Pxo for all x ∈ Q0.
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Composing the dualities in Lemmas 1.17 and 1.18, we get the following result.

1.19. Proposition. The functor ν = DHomA(−, A) : proj(Q)→ inj(Q), called the

Nakayama functor, is an equivalence such that ν(Px) ∼= Ix for all x ∈ Q0, whose

quasi-inverse is ν− = HomAop(D−, Aop).

2. Almost split sequences

For the rest of this paper, Q stands for a strongly locally finite quiver and k
for a field. Recall that rep(Q) denotes the category of locally finite dimensional
k-representations of Q, while rep+(Q) and rep−(Q) denote its full subcategories
generated by the finitely presented representations and by the finitely co-presented
representations, respectively. The main objective of this section is to study the
Auslander-Reiten theory in rep(Q). Our major task is to construct an almost split
sequence which ends with any given indecomposable non-projective representation
in rep+(Q), and one which starts with any given indecomposable non-injective
representation in rep−(Q). This is a more specific version of a result by Auslander;
see [2, Theorem 6]. We shall also study some properties of the Auslander-Reiten
translates, and show how to relate the Auslander-Reiten theory over Q to that over
its subquivers.

We start with a brief recall. Let A be an additive category. An object in A is
strongly indecomposable if it has a local endomorphism algebra. Let f : X → Y
a morphism in A. One says that f is irreducible if f is neither a section nor a
retraction while every factorization f = gh implies that h is a section or g is a
retraction. Moreover, f is called right minimal if any morphism h : X → X such
that f = fh is an automorphism; right almost split if f is not a retraction and every
non-retraction morphism g : Z → Y factors through f ; and minimal right almost

split if f is right minimal and right almost split. In a dual manner, one defines
f to be left minimal, left almost split, and minimal left almost split; see [6]. Note
that a minimal left or right almost split morphism is irreducible if and only if it is
non-zero. Furthermore, a sequence

X
f

// Y
g

// Z

of morphisms in A with Y 6= 0 is called almost split if f is minimal left almost split
and a pseudo-kernel of g, while g is minimal right almost split and a pseudo-cokernel
of f . Such an almost split sequence is unique for X and for Z if it exists, more-
over, this definition coincides with the classical one in case A is abelian; see [33,
(1.4),(1.5)]. We say that A is a right Auslander-Reiten category if every indecom-
posable object in A is the co-domain of a minimal right almost split monomorphism
or the ending term of an almost split sequence; a left Auslander-Reiten category if
every indecomposable object in A is the domain of a minimal left almost split epi-
morphism or the starting term of an almost split sequence; and an Auslander-Reiten

category if it is left and right Auslander-Reiten; compare [33, (2.6)].

The following result is probably well known; compare [39, (I.3.2)].

2.1. Lemma. Let C be an abelian category with a short exact sequence

0 // X
q
// Y

p
// Z // 0.
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(1) The morphism q is a minimal right almost split monomorphism in C if and

only if Z is simple and p is its projective cover.

(2) The morphism p is a minimal left almost split epimorphism in C if and only if

X is simple and q is its injective hull.

Proof. We shall prove only Statement (1). Suppose first that Z is simple and
p : Y → Z is its projective cover. Since q is the kernel of p, it is right minimal.
Let f : M → Y be a non-retraction morphism. Since Y is projective, f is not an
epimorphism, and since p is superfluous, neither is pu. Since Z is simple, pf = 0,
and hence f factors through q. That is, q is minimal right almost split.

Conversely, suppose that q is minimal right almost split. If Y is not projective,
then C has a non-retraction epimorphism f : M → Y . Since f factors through
q, we see that q is an epimorphism and hence an isomorphism, a contradiction.
Thus Y is projective. If g : L→ Y is not an epimorphism, then g factors through
q. In particular, pg = 0, which is not an epimorphism. This shows that p is a
superfluous epimorphism and hence a projective cover of Z. Finally, consider an
arbitrary morphism u :M → Z in C . Being abelian, C admits a pull-back diagram

0 //X
q′

// N
v
��

p′
//M
u
��

// 0

0 //X
q

// Y
p

// Z // 0.

If v is an epimorphism, then so is u. Otherwise, v = qh for some h : N → X , and
consequently, up′ = pv = 0. Since p′ is an epimorphism, we get u = 0. This shows
that Z is simple. The proof of the lemma is completed.

Remark. (1) In the situation as in Lemma 2.1(1), X is the greatest sub-object of
Y . One writes X = radY and calls Z the top of Y .

(2) In the situation as in Lemma 2.1(2), X is the smallest sub-object of Y , which
is called the socle of Y and written as socY .

The following statement is an immediate consequence of the preceding lemma.

2.2. Corollary. If C is an abelian category, then

(1) C is right Auslander-Reiten if and only if every indecomposable non-projective

object is the ending term of an almost split sequence and every indecomposable

projective object has a simple top ;
(2) C is left Auslander-Reiten if and only if every indecomposable non-injective

object is the starting term of an almost split sequence and every indecomposable

injective object has a simple socle.

We now begin to study the Auslander-Reiten theory in rep(Q). Note that the
indecomposable objects rep(Q) are all strongly indecomposable; see [19, (3.6)].
The following result, which is an immediate consequence of Lemma 2.1, will be
used frequently.

2.3. Lemma. If x ∈ Q0, then the inclusion qx : radPx → Px is a minimal right

almost split monomorphism, while the projection px : Ix → Ix/ soc Ix is a minimal

left almost split epimorphism in rep(Q).

The following construction is analogous to the classical one for modules over an
artin algebra; see, for example, [7].
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2.4. Definition. Let M be a representation in rep(Q).

(1) If M has a minimal projective resolution 0 // P1
f
// P0

// M // 0 with

P1, P0 ∈ proj(Q), then DTrM denotes the kernel of ν(f) : ν(P1) // ν(P0) .

(2) If M has a minimal injective co-resolution 0 // M // I0
g
// I1 // 0 with

I0, I1 ∈ inj(Q), then TrDM denotes the co-kernel of ν−(g) : ν−(I0) // ν−(I1) .

Remark. (1) DTrM is defined only up to isomorphism and only for M ∈ rep+(Q),
in such a way that DTrM = 0 if and only if M ∈ proj(Q).

(2) TrDM is defined only up to isomorphism and only for M ∈ rep−(Q), in such a
way that TrDM = 0 if and only if M ∈ inj(Q).

The following lemma and its dual play an important role in the construction of
almost split sequences.

2.5. Lemma. Let M ∈ rep+(Q) be indecomposable with a minimal projective reso-

lution

0 // P1
f

// P0
// M // 0.

If M is not projective, then DTrM ∼= DExt1A(M,A) ∈ rep−(Q), which is indecom-

posable and not injective with a minimal injective co-resolution

0 // DTrM // ν(P1)
ν(f)

// ν(P0) // 0.

Proof. Suppose that M is not projective. Since Rep(Q) is hereditary, we have
HomA(M,A) = 0. Applying HomA(−, A) to the minimal projective resolution
stated in the lemma, we get a short exact sequence of right A-modules as follows:

0 // HomA(P0, A)
f∗

// HomA(P1, A) // Ext1A(M,A) // 0,

where Ext1A(M,A) is unitary since HomA(P0, A) and HomA(P1, A) are unitary.
Applying the duality D : rep(Qop) → rep(Q) stated in Lemma 1.17, we obtain a
short exact sequence

η : 0 // DExt1A(M,A) // ν(P1)
ν(f)

// ν(P0) // 0

in rep(Q). By definition, DTrM ∼= DExt1A(M,A) ∈ rep−(Q). Furthermore, since
Im(f) ⊆ radP0, we see that Im(f∗) is contained in the radical of HomA(P1, A), and
hence the kernel of ν(f) contains the socle of ν(P1). That is, η is a minimal injective
co-resolution of DTrM . In particular, DTrM is not injective. Finally, since ν is an
equivalence and M is indecomposable, DTrM is indecomposable. The proof of the
lemma is completed.

As a consequence of Lemma 2.5 and its dual, we have the following result.

2.6. Corollary. If M,N are indecomposable objects in rep(Q), then N ∼= DTrM
if and only if M ∼= TrDN.

The following consequence of Lemma 2.5 will be needed later; compare [6, (4.2)].

2.7. Corollary. Let M,N ∈ rep+(Q) be indecomposable and not projective. If

rep+(Q) has a monomorphism f : M → N , then rep−(Q) has a monomorphism

g : DTrM → DTrN .
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Proof. Since rep(Q) is hereditary, DExt1A(−, A) : rep
+(Q)→ rep−(Q) is a left exact

functor. If f :M → N is a monomorphism in rep+(Q), then

g = DExt1A(f,A) : DExt1A(M,A)→ DExt1A(N,A)

is a monomorphism in rep−(Q). By Lemma 2.5, g is a monomorphism from DTrM
to DTrN . The proof of the corollary is completed.

We are ready to have the existence theorem for almost split sequences.

2.8. Theorem. Let Q be a strongly locally finite quiver, and let M ∈ rep(Q) be

indecomposable.

(1) If M ∈ rep+(Q) is not projective, then rep(Q) admits an almost split sequence

0 // DTrM // N // M // 0, where DTrM ∈ rep−(Q).

(2) If M ∈ rep−(Q) is not injective, then rep(Q) admits an almost split sequence

0 // M // N // TrDM // 0, where TrDM ∈ rep+(Q).

Proof. We only prove Statement (1). Assume that M is finitely presented and not
projective. By Lemma 2.5, DTrM is finitely co-presented, indecomposable, and
not injective. Let L ∈ rep(Q). By Lemma 1.14, Ext1A(M,L) and HomA(L,DTrM)

are of finite k-dimension. We claim, for P ∈ proj(Q), that there exists a k-linear

isomorphism, which is natural in P and L, as follows :

ψ
L,P

: HomA(P,L)→ DHomA(L, νP ).

Indeed, we may assume with no loss of generality that P = Px for some x ∈ Q0.
By Proposition 1.3, we have the following k-isomorphisms:

HomA(Px, L) ∼= L(x) ∼= DHomk(L(x), k) ∼= DHomA(L, Ix),

each of which is natural in Px and L. This establishes our claim.
Let 0 // P1

// P0
// M // 0 be a minimal projective resolution ofM , where

P0, P1 ∈ proj(Q). By Lemma 2.5, DTrM has a minimal injective co-resolution

0 // DTrM // ν(P1) // ν(P0) // 0, where ν(P1), ν(P0) ∈ inj(Q). Applying

HomA(−, L) and DHomA(L,−), we get a commutative diagram with exact rows:

HomA(P0, L) //

ψ
P0,L

��

HomA(P1, L) //

ψ
P1,L

��

Ext1A(M,L) //

φ
L

��

0

DHomA(L, νP0) // DHomA(L, νP1) // DHomA(L,DTrM) // 0,

where ψ
P0,L

and ψ
P1,L

are natural isomorphisms. Thus there exists an isomorphism

φ
L
: Ext1A(M,L) → DHomA(L,DTrM), which is natural in L. Since End(DTrM)

is finite dimensional, there exists a non-zero k-linear map θ : End(DTrM) → k,
which vanishes on rad(End(DTrM)). Consider the corresponding non-zero element

η = φ−1
DTrM

(θ) : 0 // DTrM
f

// N
g

// M // 0

in Ext1(M,DTrM). Let u : DTrM → L be a non-section morphism rep(Q). For
any v : L → DTrM , since vu ∈ rad(End(DTrM)), we have θ(vu) = 0. This shows
that DHom(u,DTrM)(θ) = 0. In view of the commutative diagram
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Ext1(M,DTrM)
Ext1(M,u)

//

φ
DTrM

��

Ext1(M,L)

φ
L

��
DEnd(DTrM)

DHom(u,DTrM)
// DHom(L,DTrM),

we get Ext1(M,u)(η) = 0, that is, u factors through f . Thus η is an almost split
sequence in rep(Q); see [6, (2.14)]. The proof of the theorem is completed.

Remark. It is shown in [38] that every almost split sequence in rep(Q) is of the
form stated in Theorem 2.8.

The following result is a consequence of Theorem 2.8 and Proposition 1.15; com-
pare [15, (1.20)] and [14, Theorem 4].

2.9. Corollary. Let M be an indecomposable representation in repb(Q).

(1) If M is not projective, then rep(Q) has an almost split sequence ending with

M , which is also an almost split sequence in rep−(Q).

(2) If M is not injective, then rep(Q) has an almost split sequence starting with

M , which is also an almost split sequence in rep+(Q).

Next, we shall study the Auslander-Reiten translates. To this end, the following
easy result is useful.

2.10. Lemma. Let M ∈ rep+(Q) be indecomposable with a minimal projective reso-

lution

0 // ⊕sj=1Pyj
// ⊕ri=1Pxi

f
// M // 0.

If x ∈ Q0 is not in suppM , then x = yj for some 1 ≤ j ≤ s if and only if x is an

immediate successor of some vertex in suppM .

Proof. Let N denote the kernel of f . Then y1, . . . , ys are the vertices in the top-
support of N . Fix a vertex x not lying in suppM . Suppose first that Q has an
arrow α : y → x with y ∈ suppM . Since f is surjective, there exists a path p in Q
from some xi to y such that f(p) 6= 0. Since x 6∈ suppM , we have f(αp) = 0. Thus
αp lies in N but not in its radical, and hence, x lies in the top-support of N .

Suppose conversely that x lies in the top-support of N . Then there exists some
ρ = λ1p1+ · · ·+λtpt, where λ1 . . . , λt ∈ k, and p1, . . . , pt are paths in Q from some
of x1, . . . , xr to x, which lies in N but not in its radical. Since x 6∈ suppM, we
may write pi = αiqi, where αi is an arrow ending in x and qi is a path in Q, for
i = 1, . . . , t. Since ρ 6∈ radN , there exists some 1 ≤ i0 ≤ t such that f(qi0) 6= 0. In
particular, e(qi0) ∈ suppM . The proof of the lemma is completed.

The following result is an immediate consequence of Lemmas 2.5 and 2.10.

2.11. Corollary. Let M ∈ rep+(Q) be indecomposable. If x is a vertex in Q not

lying in suppM , then x lies in the socle-support of DTrM if and only if x is an

immediate successor of some vertex in suppM .
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Let M be an indecomposable representation in rep(Q). By convention, we write
DTr0M =M = TrD0M . If M ∈ rep+(Q), then DTrM ∈ rep−(Q); and if, moreover,
DTrM ∈ rep+(Q), then DTr2M is defined and lies in rep−(Q). In general, if n > 0
is such that DTrn−1M is defined and lies in rep+(Q), then DTrnM is defined and
lies in rep−(Q). If DTrnM is defined and non-zero for some n > 0, then it follows
from Proposition 1.15 and Lemma 2.5 that DTriM is indecomposable for 0 ≤ i ≤ n,
and finite dimensional for 0 < i < n. We shall say that M is DTr-stable if DTrnM
is defined and non-zero for all n ≥ 0, or equivalently, DTrnM is indecomposable of
finite dimension for all n > 0.

2.12. Lemma. Let M ∈ rep+(Q) be indecomposable, and let w be an infinite acyclic

walk in Q which starts with an arrow and intersects suppM only at s(w). Then M
is DTr-stable or DTrnM is infinite dimensional for some n ≥ 0. Furthermore,

(1) If all but finitely many edges in w are inverses of arrows, then DTrnM is infinite

dimensional for some n ≥ 0.

(2) If DTrmM with m > 0 is defined, then its support contains some vertex lying

in w but different from s(w).

Proof. Write w = · · ·wn · · ·w2w1, where the wi are edges. Put ai = s(wi) for
i ≥ 1. Set s0 = 1. Then ws0 is an arrow and s0 is maximal such that as0 ∈ suppM .
Let r ≥ 0 be an integer such that DTrrM ∈ rep+(Q) and there exist integers
s0 < · · · < sr satisfying the following property: wsi is an arrow and si is maximal
for which asi is in the support of DTriM , for i = 0, . . . , r. Since wsr is an arrow
asr → asr+1 and asr+1 is not in the support of DTrrM , by Corollary 2.11, asr+1

is in the support of DTrr+1M . If DTrr+1M 6∈ rep+(Q), then DTrr+1M is infinite
dimensional and DTriM is not defined for every i > r+1. In this case, the lemma is
proved and we stop the process. Otherwise, DTrr+1M is non-zero of finite dimension
by Proposition 1.15. Therefore, there exists a maximal integer sr+1 > sr such that
asr+1

is in the support of DTrr+1M . Suppose that wsr+1
is the inverse of an arrow

asr+1
← asr+1+1. Since asr+1+1 is not in the support of DTrr+1M , applying the

dual of Corollary 2.11 to DTrr+1M , we see that asr+1+1 is in the support of DTrrM ,
contrary to the maximality of sr. Therefore, wsr+1

is an arrow asr+1
→ asr+1+1. If

this process never stops, then we get an infinite increasing sequence of integers

s0 < s1 < · · · < si < · · ·

satisfying the above-stated property. In particular, M is DTr-stable, and asi lies
in the support of DTriM for all i ≥ 0. Moreover, since the wsi are arrows, the
hypothesis stated in Statement (1) does not occur. The proof of the lemma is
completed.

Remark. If Q has no left infinite path, then rep−(Q) = repb(Q). In this case,
Lemma 2.12 provides a simple combinatorial condition for an indecomposable rep-
resentation to be DTr-stable.

Dually, if M ∈ rep−(Q) is indecomposable, then TrDM ∈ rep+(Q). If n > 0
is such that TrDn−1M is defined and lies in rep−(Q), then TrDnM is defined and
lies in rep+(Q). If TrDnM is defined and non-zero for some n > 0, then it follows
from Proposition 1.15 and the dual of Lemma 2.5 that TrDiM is indecomposable
for 0 ≤ i ≤ n, and finite dimensional for 0 < i < n. We shall say that M is
TrD-stable if TrDnM is defined and non-zero for all n ≥ 0, or equivalently, TrDnM
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is indecomposable of finite dimension for all n > 0. The following result is a dual
statement of Lemma 2.12.

2.13. Lemma. Let M ∈ rep−(Q) be indecomposable, and let w be an infinite acyclic

walk in Q which ends with an arrow and intersects suppM only at e(w). Then M
is TrD-stable or TrDnM is infinite dimensional for some n ≥ 0. Moreover,

(1) If all but finitely many edges in w are inverses of arrows, then TrDnM is infinite

dimensional for some n ≥ 0.

(2) If TrDmM with m > 0 is defined, then its support contains some vertex lying

in w but different from e(w).

The preceding results yield some very useful consequences.

2.14. Proposition. Let Q be an infinite connected strongly locally finite quiver.

(1) For any x, y ∈ Q0, there exists no integer m ≥ 0 such that DTrmIy ∼= Px.

(2) If M,N ∈ rep(Q) are indecomposable such that M ∼= DTrnN for some n ≥ 0,
then suppM = suppN if and only if n = 0.

Proof. (1) Let x, y ∈ Q0 be such that Px ∼= DTrmIy for some m ≥ 0. If m = 0,
then it is easy to see that Q consists of a single path from x to y, a contradiction.
Thus m > 0. Since Px ∈ rep+(Q), by Proposition 1.15, DTriIy is finite dimensional,
for i = 1, . . . ,m. On the other hand, since Iy = TrDmPx by Corollary 2.6, Iy is
finite dimensional by Proposition 1.15. Since DTrm+1Iy = 0, we see that Iy is not
DTr-stable and DTriIy is finite dimensional for all i ≥ 0. Since Q is connected and
infinite, applying König’s lemma to the complement of suppIy , we get a right infinite
acyclic walk w which intersects suppIy only at s(w). Since suppIy is successor-
closed, w starts with an arrow. By Lemma 2.12, Iy is DTr-stable or DTrrIy is
infinite dimensional for some r ≥ 0, a contradiction.

(2) Let M,N ∈ rep(Q) be indecomposable such that M ∼= DTrnN with n ≥ 0.
By Corollary 2.6, N ∼= TrDnM. Suppose that n > 0 and that suppM = suppN = Σ .
Then N ∈ rep+(Q) and M ∈ rep−(Q). Moreover, by Lemma 1.6, Σ is top-finite
and socle-finite, and hence finite. Applying König’s lemma to the complement of
Σ , we get a left infinite acyclic walk w which intersects Σ only at e(w). If w ends
with an arrow, then we may apply Lemma 2.13(2) to M to see that suppN , that
is Σ , contains some vertex lying in w but different from e(w), a contradiction. If
w ends with the inverse of an arrow, then w−1 is an infinite acyclic walk which
starts with an arrow and intersects suppN only at s(w−1). It follows from Lemma
2.12(2) that suppM , that is Σ , contains some vertex lying in w−1 but different
from s(w−1), a contradiction again. The proof of the proposition is completed.

Remark. Proposition 2.14(1) is well known in the finite non-Dynkin case. If Q is
infinite without left infinite paths, Reiten and Van der Bergh proved this by using
a highly indirect argument to treat the infinite Dynkin case; see [39].

Let Σ be a subquiver of Q. If M is a representation of Q supported by Σ , for
the sake of convenience, we shall regard M as a representation of Σ whenever no
risk of confusion is possible. In particular, if N is a representation of Q, then its
restriction N

Σ
will be regarded as a representation of Σ . On the other hand, every

representation M of Σ can be extended trivially to a representation of Q which,
by abuse of notation, is denoted again by M . In this way, we shall identify rep(Σ)
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with the full subcategory of rep(Q) generated by the representations supported by
Σ . As one of the techniques for our later investigation, we shall relate the almost
split sequences and the irreducible morphisms in rep(Q) to those in rep(Σ).

2.15. Lemma. Let Σ be a convex subquiver of Q, and let M ∈ rep+(Q).

(1) If Σ is predecessor-closed in Q, then M
Σ
∈ rep+(Σ ).

(2) If Σ contains the trivial and the immediate successors of the vertices in suppM ,

then M ∈ rep+(Σ ).

Proof. For x ∈ Q0, let P
′
x denote the restriction of Px to Σ . Since Σ is convex,

for x ∈ Σ , it is easy to see that P ′
x is isomorphic to the indecomposable projective

representation in rep(Σ) at x. Now, M has a minimal projective resolution

η : 0 // ⊕sj=1Pyj
// ⊕ri=1Pxi

// M // 0.

Restricting η to Σ , we get a short exact sequence in rep(Σ ) as follows :

η
Σ
: 0 // ⊕sj=1P

′
yj

// ⊕ri=1P
′
xi

// M
Σ

// 0.

Suppose that Q is predecessor-closed in Q. Then P ′
x = 0, for x 6∈ Σ . This

implies that P ′
x ∈ proj(Σ), for all x ∈ Q0. In particular, η

Σ
is a minimal projective

resolution of M
Σ
in rep(Σ). That is, M

Σ
∈ rep+(Σ ).

Suppose next that Σ contains the trivial and the immediate successors of the
vertices in suppM . Then M

Σ
= M , and by Corollary 2.11, the xi and the yj all

lie in Σ . Hence, the P ′
xi

and the P ′
yj

all lie in proj(Σ ). As a consequence, η
Σ
is a

minimal projective resolution of M in rep(Σ). That is, M ∈ rep+(Σ). The proof of
the lemma is completed.

2.16. Proposition. Let N ∈ rep+(Q) be indecomposable, and let Σ be a convex

subquiver of Q containing all the predecessors of the trivial and the immediate suc-

cessors of the vertices in suppN .

(1) The almost split sequence in rep(Σ ) ending with N is almost split in rep(Q).

(2) Any irreducible morphism in rep(Σ ) ending in N is irreducible in rep(Q).

Proof. First of all, N can be considered to be a representation of Σ , which is finitely
presented by Lemma 2.15(2). Moreover, since Σ contains the immediate successors
of the vertices in suppN , we see that N is projective in rep(Σ) if and only if it is
projective in rep(Q).

(1) Let η : 0 // L // M // N // 0 be an almost split sequence in rep(Σ).
In particular, N is not projective in rep(Σ), and hence not projective in rep(Q).

Then, rep(Q) has an almost split sequence ζ : 0 // DTrN // E // N // 0. By
Corollary 2.11, the vertices in the socle-support of DTrN are trivial or immediate
successors of the vertices in suppN . Since the socle of DTrN is essential, the vertices
in the support of DTrN are all predecessors of the vertices in the socle-support of
DTrN , which lie in Σ by the hypothesis stated in the proposition. Therefore, ζ lies
entirely in rep(Σ ). Then ζ is an almost split sequence in rep(Σ ), and hence, it is
isomorphic to η. In other words, η is almost split in rep(Q).

(2) Let f :M → N be an irreducible morphism in rep(Σ ). Since N ∈ rep+(Σ), by
Lemma 2.3 and Theorem 2.8(1), rep(Σ ) has a minimal right almost split morphism
g : L → N . Then f = gs for some section s : M → L. If N is not projective in
rep(Σ ), then g is minimal right almost split in rep(Q) by Statement (1). Otherwise,
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N = Px for some x ∈ Σ 0, and g is the inclusion map radPx → Px. In any case, f
is irreducible in rep(Q). The proof of the proposition is completed.

Conversely, we have the following result; compare [14, Lemma 2].

2.17. Proposition. Let N ∈ rep+(Q) be indecomposable, and let Σ be a convex

subquiver of Q containing the trivial and the immediate successors of the vertices

in suppN .

(1) If 0 // L // M // N // 0 is an almost split sequence in rep(Q), then its

restriction 0 // L
Σ

// M
Σ

// N // 0 is an almost split sequence in rep(Σ).

(2) If f : M → N is an irreducible morphism in rep(Q), then its restriction

f
Σ
:M

Σ
→ N is an irreducible morphism in rep(Σ).

Proof. (1) Consider an almost split sequence ξ : 0 // L // M
g
// N // 0 in

rep(Q). Restricting ξ to Σ yields a short exact sequence

ξ
Σ
: 0 // L

Σ

// M
Σ

g
Σ // N // 0

in rep(Σ ). If g
Σ
is a retraction, then rep(Σ)) has a morphism h′ : N →M

Σ
such that

g
Σ
h′ = 1IN . Since Σ contains the immediate successors of the vertices in suppN ,

we can extend h′ to a morphism h : N → M in rep(Q) such that gh = 1IN , a
contradiction. If u : X → N is a non-retraction morphism in rep(Σ), then it is not
a retraction in rep(Q). Thus u = gv, for some morphism v : X → M in rep(Q).
Restricting the equation to Σ yields u = g

Σ
v
Σ
. This shows that g

Σ
is right almost

split in rep(Σ).
For x ∈ Q0, let P

′
x and I ′x denote the restrictions of Px and Ix to Σ , respectively.

If x ∈ Σ then, since Σ is convex, P ′
x and I ′x are isomorphic to the indecomposable

projective and injective representations in rep(Σ) at x, respectively. Now, N has a
minimal projective resolution

η : 0 // ⊕sj=1Pyj
w // ⊕ri=1Pxi

// N // 0

in rep(Q). By Corollary 2.11, the xi and the yj all lie in Σ . Thus, restricting η to
Σ , we get a minimal projective resolution

η
Σ
: 0 // ⊕sj=1P

′
yj

w
Σ // ⊕ri=1P

′
xi

// N // 0

of N in rep(Σ). On the other hand, by Lemma 2.5, L has a minimal injective
co-resolution

ζ : 0 // L // ⊕sj=1Iyj
ν(w)

// ⊕ri=1Ixi
// 0

in rep(Q). Restricting ζ to Σ , we obtain a minimal injective co-resolution

ζ
Σ
: 0 // L

Σ

// ⊕sj=1I
′
yj

ν(w)
Σ // ⊕ri=1I

′
xi

// 0

of L
Σ
in rep(Σ). Moreover, it follows from the definition that ν(w)

Σ
= ν

Σ
(w

Σ
),

where ν
Σ
is the Nakayama functor for rep(Σ). This implies that L

Σ
= DTr

Σ
M . By

Lemma 2.5, L
Σ
is indecomposable and hence strongly indecomposable. Thus, ξ

Σ
is

an almost split sequence in rep(Σ ); see [6, (2.14)].

(2) Assume that f : M → N is an irreducible morphism in rep(Q). By Lemma
2.3 and Theorem 2.8, rep(Q) has a minimal right almost split morphism g : L→ N .
Then f = gs, where s : M → L is a section. Hence, f

Σ
= g

Σ
s
Σ
, where s

Σ
is clearly



22 RAYMUNDO BAUTISTA, SHIPING LIU, AND CHARLES PAQUETTE

a section. If N is not projective, then g
Σ
is minimal right almost split in rep(Σ)

by Statement (1). Otherwise, N = Px and L = radPx for some x ∈ Q0. By the
hypothesis, both L and N are supported by Σ . So g

Σ
= g, which is minimal right

almost split in rep(Σ). In any case, f
Σ
is irreducible in rep(Σ). The proof of the

proposition is completed.

3. Auslander-Reiten categories

In the following four sections, we shall be mainly concerned with the study
of Auslander-Reiten theory in rep+(Q). It is left to the reader to formulate the
dual results for rep−(Q). In case Q has no left infinite path, Reiten and Van den
Bergh proved that rep+(Q) is a right Auslander-Reiten category; see [39]. The
main objective of this section is to find the necessary and sufficient conditions for
rep+(Q) to be a left or a right Auslander-Reiten category.

We begin with studying some properties of irreducible morphisms in rep+(Q).

3.1. Lemma. If f : M → N is an irreducible epimorphism in rep+(Q), then the

kernel of f is finite dimensional.

Proof. Let f : M → N be an irreducible epimorphism in rep+(Q). Since rep+(Q)
is Krull-Schmidt, we may assume that N is indecomposable; see [9, (3.1), (3.2)].
Since N is not projective, by Theorem 2.8(1), there exists in rep(Q) an almost split

sequence η : 0 // L // E
g

// N // 0, where L ∈ rep−(Q). This yields a

push-out diagram
0 // X //

v
��

M

u
��

f
// N // 0

0 // L // E
g

// N // 0.

Set Σ = suppM and Ω = suppE. Let Θ be the full subquiver of Ω generated
by the vertices which are successors in Q of the vertices in Σ . Since Σ is top-
finite by Lemma 1.6 and Q is interval-finite, Θ has no left infinite path. Since
suppN ⊆ Σ ∩ Ω ⊆ Θ , restricting η to Θ yields a short exact sequence

η
Θ
: 0 // L

Θ

// E
Θ

g
Θ // N // 0.

Suppose that suppL
Θ
, that is Θ∩ suppL, contains infinitely many vertices xi, i ∈ N.

Since suppL is socle-finite by Lemma 1.6, we may assume that suppL contains a
path pi : xi  a, for each i ∈ N, where a is some fixed vertex in suppL. Since
suppL ⊆ Ω and Θ is successor-closed in Ω , the pi all lie in Θ . Being locally
finite, by König’s lemma, Θ has a left infinite path ending with a, a contradiction.

Thus L
Θ
∈ repb(Q), and consequently, E

Θ
∈ rep+(Q). Note that E

Θ
is a sub-

representation of E since Θ is successor-closed in Ω . Moreover, the support of
Im(u) is contained in Σ ∩ Ω ⊆ Θ . Thus u = qu′, where u′ : M → E

Θ
is the

co-restriction of u, and q : E
Θ
→ E is the inclusion. This yields a factorisation

f = (gq)u′ in rep+(Q). Thus gq is a retraction or u′ is a section. Since g is not a
retraction, the first case does not occur. In particular, u = qu′ is a monomorphism,
and so is v. Since suppL has no right infinite path by Lemma 1.6, nor does suppX .
On the other hand, X ∈ rep+(Q) since it is the kernel of f . By Corollary 1.7,
X ∈ repb(Q). The proof of the lemma is completed.
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3.2. Lemma. Let f :M → N be an irreducible morphism in rep+(Q). If M is infi-

nite dimensional, then N is infinite dimensional while DTrN is finite dimensional.

Proof. Suppose that M is infinite dimensional. If N is finite dimensional, then
f is an epimorphism. By Lemma 3.1, the kernel of f is finite dimensional, and
consequently, M is finite dimensional. This contradiction shows that N is infinite
dimensional. For proving the second part of the lemma, we may assume that N is
indecomposable and not projective. Then rep(Q) has an almost split sequence

η : 0 // L // E
g

// N // 0,

where L ∈ rep−(Q). Suppose that L is infinite dimensional. By Corollary 1.7,
suppL has a left infinite path. Since suppM has no left infinite path by Lemma
1.6(2), there exists some a ∈ Q0 such that L(a) 6= 0 but M(a) = 0. Let Σ be the
successor-closed subquiver of Q generated by a and the vertices in the support of
M ⊕ N . Then Σ is top-finite. By Proposition 2.17(1), restricting η to Σ , we get
an almost split sequence

η
Σ
: 0 // L

Σ

// E
Σ

g
Σ // N // 0

in rep(Σ). By the dual of Lemma 2.15(1), L
Σ
∈ rep−(Σ ), and hence suppL

Σ
is

socle-finite by Lemma 1.6. On the other hand, since suppL
Σ
is a subquiver of the

top-finite quiver Σ , it is finite. As a consequence, η
Σ
lies in rep+(Σ) and hence, it

is an almost split sequence in rep+(Σ).
Finally, by Lemma 2.15(2), f lies in rep+(Σ), and hence it is an irreducible

morphism in rep+(Σ ). Thus we have an irreducible morphism h : L
Σ
→ M . Since

L
Σ

is finite dimensional while M is infinite dimensional, h is a monomorphism.
Since L

Σ
(a) = L(a) 6= 0, we have M(a) 6= 0, a contradiction. The proof of the

lemma is completed.

3.3. Corollary. Let 0 // L // M // N // 0 be an almost split sequence in

rep(Q) with L ∈ rep−(Q) and N ∈ rep+(Q), and let X be an indecomposable direct

summand of M .

(1) If L is infinite dimensional, then X is finitely presented if and only if X is

finite dimensional.

(2) If N is infinite dimensional, then X is finitely co-presented if and only if X is

finite dimensional.

Proof. By assumption, there exists an irreducible morphism f : X → N in rep(Q).
Suppose that X ∈ rep+(Q). Then f is irreducible in rep+(Q). If X is infinite
dimensional, then L is finite dimensional by Lemma 3.2. This proves Statement
(1). Using the dual of Lemma 3.2, we may prove Statement (2). The proof of the
corollary is completed.

Next, we shall relate the irreducibility of a morphism in rep+(Q) to its irre-
ducibility in rep(Q).

3.4. Lemma. Let M be an indecomposable representation in rep+(Q).

(1) If M is finite dimensional, then rep+(Q) has a minimal left almost split mor-

phism f :M → N , which is also minimal left almost split in rep(Q).

(2) If DTrM is finite dimensional, then rep+(Q) has a minimal right almost split

morphism g : L→M , which is also minimal right almost split in rep(Q).



24 RAYMUNDO BAUTISTA, SHIPING LIU, AND CHARLES PAQUETTE

Proof. (1) Suppose that M ∈ repb(Q). If M is injective then M ∼= Ix for some
x ∈ Q0 by Lemma 1.16(2), and in this case, the projection p : M → M/ socM is
minimal left almost split in rep+(Q) and in rep(Q). Otherwise, by Corollary 2.9(2),
rep(Q) has a minimal left almost split morphism f :M → N which lies in rep+(Q).
Thus, f is a minimal left almost split morphism in rep+(Q).

(2) Suppose that DTrM ∈ repb(Q). If DTrM = 0, then M ∼= Px for some
x ∈ Q0, and in this case, the inclusion q : radM → M is minimal right almost
split in rep(Q) and in rep+(Q). Otherwise, by Corollary 2.9(1), rep(Q) has an
minimal right almost split morphism g : L → M , which lies in rep+(Q). Hence, g
is a minimal right almost split morphism in rep+(Q). The proof of the lemma is
completed.

3.5. Corollary. Let f : M → N be a morphism in rep+(Q) with M,N indecom-

posable. Then f is irreducible in rep+(Q) if and only if it is irreducible in rep(Q).

Proof. Suppose that f is irreducible in rep+(Q) withM,N indecomposable. Assume
first that M ∈ repb(Q). By Lemma 3.4(1), rep+(Q) has a minimal left almost split
morphism g : M → L, which is minimal left almost split in rep(Q). If f is irreducible
in rep+(Q), then f = ug for some retraction u : L→ N , and hence, f is irreducible
in rep(Q); see [6, (2.4)].

Assume now that M is infinite dimensional. By Lemma 3.2, DTrN ∈ repb(Q).
By Lemma 3.4(2), rep+(Q) has a minimal right almost split morphism h : L→ N ,
which is minimal right almost split in rep(Q). If f is irreducible in rep+(Q), then
f = hv for some section v : N → L, and consequently, f is irreducible in rep(Q).
The proof of the corollary is completed.

The following result is essential for our later investigation, since it allows us to
apply some classical techniques used in the finite case.

3.6. Proposition. If 0 // L // M // N // 0 is a short exact sequence in

rep(Q), then it is an almost split sequence in rep+(Q) if and only if it is an almost

split sequence in rep(Q) with L ∈ repb(Q).

Proof. The sufficiency follows from Corollary 2.9(2) and the uniqueness of an almost

split sequence. For the necessity, assume that η : 0 // L // M // N // 0 is

an almost split sequence in rep+(Q). By Lemma 3.1, L ∈ repb(Q). Since L is not
injective, by Corollary 2.9(2), rep(Q) has an almost split sequence ζ starting with
L, which is also an almost split sequence in rep+(Q). Then ζ is isomorphic to η. In
other words, η is an almost split sequence in rep(Q). The proof of the proposition
is completed.

We are ready to give conditions for rep+(Q) to be left or right Auslander-Reiten.

3.7. Theorem. If Q is a strongly locally finite quiver, then

(1) rep+(Q) is left Auslander-Reiten if and only if Q has no right infinite path ;

(2) rep+(Q) is right Auslander-Reiten if and only if Q has no left infinite path, or

else Q is a left infinite or double infinite path.

Proof. (1) Let Q be a strongly locally finite quiver. Suppose first that Q has a right
infinite path p with an initial arrow x→ y. In particular, Py is infinite dimensional.
By Proposition 3.6, rep+(Q) admits no almost split sequence starting with Py.
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Suppose that rep+(Q) has a minimal left almost split epimorphism f : Py → L. By
Lemma 2.1(2), Py is injective in rep+(Q). In particular, the inclusion q : Py → Px is
a section, which is absurd. Thus rep+(Q) is not left Auslander-Reiten. Conversely,
assume that Q contains no right infinite path. Then rep+(Q) = repb(Q). Let
M be an indecomposable object in repb(Q). If M is not injective, then rep+(Q)
admits an almost split sequence starting withM by Corollary 2.9(2). Otherwise, by
Proposition 1.16(2), M = Ix for some x ∈ Q+. Thus M →M/ socM is a minimal
left almost split epimorphism in rep+(Q). That is, rep+(Q) is left Auslander-Reiten.

(2) For proving the sufficiency, let N ∈ rep+(Q) be indecomposable. If N is pro-
jective, then the inclusion q : radN → N is a minimal right almost split monomor-
phism in rep+(Q). Otherwise, rep(Q) admits an almost split sequence

η : 0 // L // M // N // 0,

where L is an indecomposable non-injective object in rep−(Q). If Q contains no
left infinite path, then rep−(Q) = repb(Q), and hence L is finite dimensional. If
Q is a left infinite or double infinite path, then every indecomposable non-injective
object in rep−(Q) is finite dimensional; see (5.9)(2) below, and hence L is finite
dimensional. In any case, by Proposition 3.6, η is an almost split sequence in
rep+(Q). This shows that rep+(Q) is right Auslander-Reiten.

Conversely, assume that rep+(Q) is right Auslander-Reiten. By Proposition

3.6, DTrX ∈ repb(Q) for any indecomposable non-projective object X in rep+(Q).
Suppose that Q contains a left infinite path p. Choose arbitrarily a vertex a lying
on p. Then Q contains a left infinite path

· · · // an
αn // an−1

// · · · // a1
α1 // a0 = a.

We claim that a is the starting point of at most one arrow, while α1 is the only
arrow ending in a. Indeed, assume that a+ = {αi : a → bi | i = 1, . . . , r} with
r > 1. Then Sa is not projective with a minimal projective resolution

0 // ⊕ri=1Pbi
// Pa // Sa // 0.

By Lemma 2.5, DTrSa has a minimal injective co-resolution

0 // DTrSa // ⊕ri=1Ibi
// Ia // 0.

For each n ≥ 0, since dimIbi(an) ≥ dimIa(an) > 0 for all 1 ≤ i ≤ r, we get

dim (DTrSa)(an) =
∑r
i=1dim Ibi(an)− dim Ia(an) ≥

∑r
i=2 dim Ibi(an) > 0.

Therefore, DTrSa is infinite dimensional, a contradiction. Next, assume that there
exists an arrow β : b→ a different from α1. Similarly, DTrSb has a minimal injective
co-resolution

0 // DTrSb // Ia ⊕ I // Ib // 0 ,

where I ∈ inj(Q). Note, for each n ≥ 1, that there exists a k-monomorphism
φn : Ib(an) → Ia(an) : ρ 7→ βρ. Since α1 6= β, the path α1 · · ·αn lies in Ia(an) but
not in the image of φn. As a consequence, dim Ia(an) > dim Ib(an). Therefore,

dim (DTrSb)(an) = dim Ia(an) + dim I(an)− dim Ib(an) > 0,

for all n ≥ 1. In particular, DTrSb is infinite dimensional, a contradiction. Our
claim is established, from which we infer that Q is a double infinite path if p is
contained in a double infinite path, and otherwise, Q is a left infinite path. The
proof of the theorem is completed.
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We conclude this section with an immediate consequence of Theorem 3.7.

3.8. Corollary. If Q is a strongly locally finite quiver, then rep+(Q) is Auslan-

der-Reiten if and only if either Q has no infinite path or Q is a left infinite path.

4. Auslander-Reiten components

The objective of this section is to describe the Auslander-Reiten components of
rep+(Q), which has been shown to be a Hom-finite abelian k-category. In contrast
to the finite case, we shall see that many new phenomena occur.

First of all, we recall the notion of a section of a translation quiver, which is
essential in describing the Auslander-Reiten components. Let Γ be a connected
valued or non-valued translation quiver with translation τ ; see, for example, [22, 41].
A connected convex subquiver ∆ of Γ is called a section if it contains no oriented
cycle and meets each τ -orbit exactly once; see [32, (2.1)]. Now, we say that a section
∆ of Γ is right-most or left-most if the vertices in Γ are all of the form τnx or all
of the form τ−nx with n ∈ N and x ∈ ∆0, respectively.

4.1. Lemma. Let (Γ , τ) be a connected translation quiver with no oriented cycle,

and let ∆ be a full subquiver of Γ meeting any given τ-orbit at most once.

(1) If ∆ is successor-closed in Γ and has the following property : for each arrow

x → τny in Γ with n ≥ 0, y ∈ ∆ implies x ∈ ∆ or τ−x ∈ Γ, then it is a

right-most section of Γ .

(2) If ∆ is predecessor-closed in Γ and has the following property : for each arrow

τ−nx → y in Γ with n ≥ 0, x ∈ ∆ implies y ∈ ∆ or τy ∈ Γ, then it is a

left-most section of Γ .

Proof. We shall prove only the first statement. Assume that ∆ satisfies the con-
dition stated in (1). Let Σ be a connected component of ∆. Then Σ contains
no oriented cycle and meets any τ -orbit in Γ at most once. Moreover, since ∆ is
successor-closed in Γ , so is Σ . In particular, Σ is convex in Γ and the vertices in
the τ -orbit of some vertex z in Σ are all of the form τrz with r ≥ 0. We claim
that every vertex a in Γ lies in the τ -orbit of some vertex in Σ . Since Γ is con-
nected, we may assume that Γ contains an edge a — b, where b lies in the τ -orbit
of some x ∈ Σ0. Then b = τnx for some n ≥ 0. If τ−n−1a ∈ Γ , then either
x → τ−n−1a or x → τ−na is an arrow in Γ . Since Σ is successor-closed in Γ ,
we have τ−na ∈ Σ or τ−n−1a ∈ Σ . Suppose now that τ−n−1a 6∈ Γ . Then there
exists some 0 ≤ m ≤ n such that τ−ma ∈ Γ while τ−m−1a 6∈ Γ . This yields an
arrow τn−mx → τ−ma or τ−ma → τn−mx in Γ . If n = m, since τ−m−1a 6∈ Γ , it
follows from the condition stated in (1) that τ−ma ∈ ∆, and hence τ−ma ∈ Σ . If
m < n, then either τ−ma→ τn−m−1x or τ−ma→ τn−mx is an arrow in Γ . By the
property of ∆ stated in (1), we have τ−ma ∈ ∆. Since ∆ is successor-closed, we
get τn−m−1x ∈ ∆. Since ∆ meets any τ -orbit at most once, we see that m = n− 1
and τ−ma→ x is an arrow in Γ . Thus τ−ma ∈ Σ . This establishes our claim. As
a consequence, Σ is a right-most section of Γ . Finally, since ∆ meets any τ -orbit
at most once, we have ∆ = Σ . The proof of the lemma is completed.

Let (Γ , τ) be a connected valued or non-valued translation quiver, and let x be
a vertex in Γ . One says that x is projective or injective if τx or τ−x is not defined
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in Γ , respectively. Moreover, we say that x is left stable if τnx is defined for all
n ∈ N; right stable if τ−nx is defined for all n ∈ N; and stable if it is both left and
right stable. Furthermore, Γ is called left stable, right stable, or stable if its vertices
are all left stable, all right stable, or all stable, respectively.

Given a connected quiver ∆ with no oriented cycle, one constructs a stable
translation quiver Z∆; see, for example, [32, Section 2]. We denote by N∆ the full
translation subquiver of Z∆ generated by the vertices (n, x) with n ≥ 0 and x ∈ ∆0,
and by N

−∆ the one generated by the vertices (n, x) with n ≤ 0 and x ∈ ∆0. It is
evident that N∆ is right stable with a left-most section generated by the vertices
(0, x) with x ∈ ∆0, while N−∆ is left stable with a right-most section generated
by the vertices (0, x) with x ∈ ∆0. Assume that ∆ is a section of Γ . Then Γ is
isomorphic to the full translation subquiver of Z∆ generated by the vertices (−n, x),
where n ∈ Z and x ∈ ∆0 such that τnx ∈ Γ ; see [32, (2.3)]. In particular, if ∆ is
left-most or right-most, then Γ embeds in N∆ or N−∆, respectively.

Let A be a Hom-finite Krull-Schmidt additive k-category. For indecomposable

objects X,Y ∈ A, we write

irr(X,Y ) = rad(X,Y )/rad2(X,Y )

and denote its dimensions over End(X)/rad(X,X) and End(Y )/rad(Y, Y ) by d′XY
and dXY , respectively. It is then well known that A has an irreducible morphism

f : X → Y if and only if dXY > 0 , and in this case, d′
XY

and d
XY

are maximal such

that A has irreducible morphisms g : Xd′

XY → Y and h : X → Y dXY , respectively,

where Mn denotes the direct sum of n copies of M ; see [9, (3.4)]. The Auslander-

Reiten quiver Γ
A

of A is a valued translation quiver defined as follows: the vertex
set is a complete set of representatives of isomorphism classes of the indecomposable
objects in A; for vertices X,Y , there exists a unique valued arrow X → Y with
valuation (d

XY
, d′

XY
) if and only if d

X,Y
> 0 ; and the translation τ is defined

so that τZ = X if and only if A has an almost split sequence X // Y // Z ;
see [33, (2.1)]. A valuation (d

XY
, d ′

XY
) is called symmetric if d

XY
= d′

XY
, and

trivial if d
XY

= d′
XY

= 1. For some technical reasons; see (4.3), we replace each
symmetrically valued arrow X → Y by d

XY
unvalued arrows from X to Y . In this

way, Γ
A
becomes a partially valued translation quiver with possible multiple arrows

in which all valuations are non-symmetric. The connected components of Γ
A

are
called the Auslander-Reiten components of A.

Now, we specialize to the Auslander-Reiten quiver Γ rep+(Q) of rep+(Q). We

choose its vertex set in such a way that it contains the Sx with x ∈ Q0, the Px with
x ∈ Q0, and the Ix with x ∈ Q+. Recall that Q+ denotes the full subquiver of Q
generated by the vertices x such that Ix is finite dimensional. We shall see that
the arrows in Γ rep+(Q) are all symmetrically valued; see (4.15) below, and hence
Γ rep+(Q) is an unvalued translation quiver with multiple arrows in the sense of [41,

page 47]. For convenience, we say that a representation M in Γ rep+(Q) is pseudo-

projective if DTrM is infinite dimensional, or equivalently, DTrM 6∈ rep+(Q). The
following observation, which follows from Proposition 3.6 and Corollary 2.9, clarifies
the relation between the Auslander-Reiten translations τ and τ− for Γ rep+(Q) and
the Auslander-Reiten translations DTr and TrD for rep(Q).
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4.2. Lemma. If M is a representation lying in Γ rep+(Q), then

(1) τM is defined in Γ rep+(Q) if and only if M is neither projective nor pseudo-

projective, and in this case, τM ∼= DTrM , which is of positive finite dimension ;

(2) τ−M is defined in Γ rep+(Q) if and only if M is finite dimensional and not

injective, and in this case, τ−M ∼= TrDM ;
(3) M is left stable or right stable in Γ rep+(Q) if and only if M is DTr-stable or

TrD-stable in rep(Q), respectively.

Remark. In other words, M is a projective vertex in Γ rep+(Q) if and only if

M is a projective or pseudo-projective representation in rep+(Q); and M is an
injective vertex in Γ rep+(Q) if and only if M is an injective or infinite dimensional

representation in rep+(Q).

4.3. Lemma. Let P
Q

be the full subquiver of Γ rep+(Q) generated by the Px with

x ∈ Q0, and let I
Q
be the one generated by the Ix with x ∈ Q+.

(1) The subquiver P
Q
is predecessor-closed in Γ rep+(Q) and isomorphic to Qop.

(2) The subquiver I
Q
is successor-closed in Γ rep+(Q) and isomorphic to (Q+)op.

Proof. We prove only the first statement, since the second one follows dually. For
x, y ∈ Q0, denote by nxy the number of arrows in Q from x to y. By Proposition
1.3, End(Px) ∼= End(Py) ∼= k and irr(Py , Px) has k-dimension nxy. Thus Γ rep+(Q)

contains a valued arrow Py → Px if and only if nxy > 0, and in this case, the
valuation is (nxy, nxy). By definition, the symmetrically valued arrow Py → Px is
replaced by nxy unvalued arrows from Py to Px. Thus, P

Q
∼= Qop. Moreover, if

M → Px with x ∈ Q is an arrow in Γ rep+(Q), thenM is a direct summand of radPx,
and hence M = Py for some y ∈ Q. Thus P

Q
is predecessor-closed in Γ rep+(Q). The

proof of the lemma is completed.

The following result is well known in the finite case.

4.4. Lemma. If Q is connected, then Γ rep+(Q) contains an oriented cycle if and only

if Q is finite of Euclidean type.

Proof. We only need to consider the case whereQ is connected and infinite. Suppose
that Γ rep+(Q) contains an oriented cycle

η : M1
// M2

// · · · // Mn =M1.

Since Q has no oriented cycle, it follows from Lemma 4.3 that none of the Mi is
projective. If some of the Mi is infinite dimensional, then the Mi are all infinite
dimensional and the DTrMi are of finite positive dimension by Lemma 3.2. Thus
Γ rep+(Q) has an oriented cycle

τM1
// τM2

// · · · // τMn = τM1,

which contains only finite dimensional representations. Thus, we may assume that
theMi with 1 ≤ i ≤ n are all finite dimensional. In particular, supp(M1⊕· · ·⊕Mn)
is contained in a finite connected full subquiver Σ of Q. Observing that η is also an
oriented cycle in Γ rep(Σ), we see that Σ is of Euclidean type. Since Q is connected
and infinite, Σ is contained in a connected finite full subquiver ∆ of Q which is of
wild type. Again, η is an oriented cycle in Γ rep(∆), a contradiction. The proof of
the lemma is completed.
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The preceding lemma yields the following important consequence.

4.5. Lemma. Let Γ be a connected component of Γ rep+(Q).

(1) If Γ contains infinite dimensional representations, then such representations

generate a right-most section of Γ .

(2) If Γ contains pseudo-projective representations, then such representations gene-

rate a left-most section of Γ .

Proof. (1) By Lemma 4.4, Γ has no oriented cycle. Assume that the full subquiver
∆ of Γ generated by the infinite dimensional representations is non-empty. By
Proposition 3.6, ∆ meets any τ -orbit in Γ at most once, and by Lemma 3.2, ∆ is
successor-closed in Γ . Let M → τnN be an arrow in Γ , where n ≥ 0, N ∈ ∆, and
M 6∈ ∆. Then M is finite dimensional. If M is injective then, by Proposition 1.16,
M = Ix for some x ∈ Q+. By Lemma 4.3, n = 0 and N = Iy for some y ∈ Q+,
contrary to that N ∈ ∆. ThusM is not injective, and by Lemma 4.2(2), τ−M ∈ Γ .
It follows then from Lemma 4.1(1) that ∆ is a right-most section of Γ .

(2) Assume that the full subquiver Σ of Γ generated by the pseudo-projective
representations is non-empty. Clearly, Σ meets any τ -orbit in Γ at most once.
Fix an arrow M → N in Γ . Suppose first that N ∈ Σ . Then rep(Q) admits an

almost split sequence 0 // DTrN // E // N // 0, where DTrN 6∈ rep+(Q).

By Corollary 3.5, an irreducible morphism f : M → N in rep+(Q) is irreducible
in rep(Q). Thus there exists an irreducible morphism g : DTrN → M in rep(Q).
If M 6∈ Σ , by Lemma 3.4(2), rep+(Q) has a minimal right almost split morphism
h : L → M which is minimal right almost split in rep(Q). Therefore, DTrN is
a direct summand of L, and hence DTrN ∈ rep+(Q), a contradiction. Therefore,
M ∈ Σ . In particular, Σ is predecessor-closed in Γ . Suppose next that M = τ−nX
with n ≥ 0 and X ∈ Σ . If N is projective, then M is projective, and hence n = 0
and X is projective, which contradicts that X is pseudo-projective. Thus N is not
projective, and hence either N is pseudo-projective or τN is defined in Γ , that is,
either N ∈ Σ or τN ∈ Γ . By Lemma 4.1(2), Σ is a left-most section of Γ . The
proof of the lemma is completed.

We are ready to describe the connected components of Γ rep+(Q). Such a con-
nected component is called preprojective if it contains some of the Px with x ∈ Q0.
In case Q is connected, by Lemma 4.3(1), Γ rep+(Q) has a unique preprojective
component which we denote by P

Q
.

4.6. Theorem. Let Q be an infinite connected strongly locally finite quiver. The

preprojective component P
Q
of Γ rep+(Q) has a left-most section generated by the Px

with x ∈ Q0, and consequently, PQ embeds in NQop. Furthermore,

(1) If Q has no right infinite path, then P
Q
is right stable of shape NQop.

(2) If Q has right infinite paths, then P
Q
has a right-most section, and consequently,

P
Q
contains only finite τ-orbits.

Proof. By Lemma 4.3(1), the full subquiver P
Q

of P
Q

generated by the Px with
x ∈ Q0 is predecessor-closed in P

Q
and is isomorphic to Q op. Clearly, P

Q
meets at

most once any given τ -orbit in Γ . Let τ−nM → N be an arrow in P
Q
with n ≥ 0

and M ∈ P
Q
. Then τ−nM is not pseudo-projective. By Lemma 3.4(2), rep+(Q)

has a minimal right almost split morphism f : L→ τ−nM , which is minimal right
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almost split in rep(Q). If N 6∈ P
Q
, then rep(Q) has an almost split sequence

0 // DTrN // E // N // 0 .

In view of Corollary 3.5, we see that rep(Q) admits an irreducible morphism
g : τ−nM → N , and hence an irreducible morphism h : DTrN → τ−nM . As a
consequence, DTrN is a direct summand of L. In particular, DTrN ∈ rep+(Q),
and therefore, τN ∈ P

Q
. By Lemma 4.1(2), P

Q
is a left-most section of P

Q
. In

particular, P
Q
embeds in NQop; see [32, (2.3)].

Furthermore, if Q has no right infinite path, then rep+(Q) = repb(Q). In parti-
cular, P

Q
contains only finite dimensional representation. Containing no injective

representation by Proposition 2.14(1) and Corollary 1.16(2), P
Q
is right stable by

Lemma 4.2(2). As a consequence, P
Q
∼= NQop. Otherwise, some of the Px are

infinite dimensional, and hence P
Q

has a right-most section by Lemma 4.5. Now,
since P

Q
has a left-most section and a right-most one, every τ -orbit in P

Q
is finite.

The proof of the theorem is completed.

Remark. In case Q has right infinite paths, we can describe P
Q

more explicitly
in the following way. Consider the right stable translation quiver NQop. We first
define f(0, x) = dimk Px ∈ N ∪ {∞} for x ∈ Q0, and then extend this in a unique
way to an additive function

f : NQop → N ∪ {∞}

such that f(v) =∞ whenever v is a successor of some u for which f(u) =∞. Then
P

Q
is isomorphic to the full translation subquiver of NQop generated by the vertices

(n, x) with n ∈ N and x ∈ Q0 such that n = 0, or otherwise, f(n− 1, x) <∞.

Example. If Q is the infinite quiver

◦ ◦oo ◦oo // ◦ // ◦ // · · · ,

then the preprojective component of Γ rep+(Q) is of the following shape :

1

$$■
■■

■ 1
$$■

■■
■ ∞

2

::✉✉✉✉

$$■
■■

■ ∞

::✉✉✉

∞

::✉✉✉

∞

::✉✉✉
::✉✉✉✉

where each vertex is labeled with the dimension of the corresponding representation.

Next, we shall describe the connected components of Γ rep+(Q) containing some of

the Ix with x ∈ Q+, called the preinjective components. To do so, for each x ∈ Q+,
we denote by Q+

x the connected component of Q+ containing x.

4.7. Theorem. Let Q be an infinite connected strongly locally finite quiver. If Γ is

a preinjective component of Γ rep+(Q) containing Ix for some x ∈ Q+, then it has a

right-most section generated by the Iy with y ∈ Q+
x , and consequently, it contains

only finite dimensional representations and embeds in N−(Q+
x )

op. Furthermore,
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(1) If Q has no left infinite path, then Γ rep+(Q) has a unique preinjective component

of shape N−Qop.

(2) If Q has left infinite paths, then every preinjective component of Γ rep+(Q) has

a left-most section generated by its pseudo-projective representations, and con-

sequently, it contains only finite τ-orbits.

Proof. We fix a preinjective component Γ of Γ rep+(Q), which contain some Ix with

x ∈ Q0. Let ∆ be the full subquiver of Γ generated by the Iy with y ∈ Q+
x .

From Lemma 4.3(2), we deduce that ∆ is successor-closed in Γ and isomorphic to
(Q+

x )
op. Moreover, ∆ clearly meets at most once any τ -orbit in Γ . Let M → τnN

be an arrow in Γ , where n ≥ 0 and N ∈ ∆. Then N = Iy for some y ∈ Q+
x . Since

N is finite dimensional, it follows from Lemma 3.2 that M is finite dimensional.
If M = Iz for some z ∈ Q+, then τnIy is injective by Lemma 4.3(2). Therefore,
n = 0, and hence z ∈ Q+

x . That is, M ∈ ∆. Otherwise, by Lemma 4.2(2), τ−M
is defined in Γ . By Lemma 4.1, ∆ is a right-most section of Γ . Since ∆ contains
only finite dimensional representations, by Lemma 3.2, every representation in Γ

is finite dimensional.
If Q contains no left infinite path, then Q = Q+ and rep−(Q) = repb(Q). Since

Γ contains no projective representation by Proposition 2.14(1), we see from Lemma
4.2(1) that τ is defined everywhere in Γ , that is, Γ is left stable. As a consequence,
Γ ∼= N−(Q+

x )
op. On the other hand, since Q is connected, Q+

x = Q. Thus, Γ con-
tains all the Iy with y ∈ Q0. In particular, Γ is the unique preinjective component,
which is of shape N−Qop.

Finally, suppose that Q contains left infinite paths. Since Q+ is predecessor-
closed in Q by definition, Q has some arrow y → z with y ∈ Q+

x and z 6∈ Q+.
Then rep(Q) has an irreducible morphism f : Iz → Iy with Iz infinite dimensional.
Since Iy 6∈ proj(Q) by Proposition 2.14(1), rep(Q) has an almost split sequence

0 // DTrIy // E // Iy // 0. Thus Iz is an infinite dimensional direct sum-

mand of E. Since Iy is finite dimensional, DTrIy is infinite dimensional, that is, Iy
is a pseudo-projective representation. By Lemma 4.5, the pseudo-projective repre-
sentations in Γ generate a left-most section. The proof of the theorem is completed.

Remark. (1) Theorem 4.7 says that the preinjective components of Γ rep+(Q) cor-

respond bijectively to the connected components of Q+. In particular, Γ rep+(Q) has

no preinjective component if Q+ is empty.

(2) In case Q has left infinite paths, the preinjective components can be found
in the following way. Consider the left stable translation quiver N−Qop. We define
f(0, x) = dimk Ix ∈ N ∪ {∞} for x ∈ Q0, and extend this in a unique way to an
additive function

f : N−Qop → N ∪ {∞}

such that f(v) = ∞ if v is a predecessor of some vertex u with f(u) = ∞. Then
the preinjective components of Γ rep+(Q) correspond bijectively to the connected

components of the full translation subquiver of N−Qop generated by the vertices
(n, x) with f(n, x) <∞.

Example. If Q is the infinite quiver

0

��
//
−2 //

−1 // 1 2oo 3oo // 4 // 5 6oo oo
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then Γ rep+(Q) has a trivial preinjective component {I0} and another preinjective
component of the following shape :

I2
''PP

PP

τI3

77♥♥♥

''PP
P I3

I4

77♥♥♥♥

A representation lying in Γ rep+(Q) is called preprojective or preinjective if it lies
in a preprojective component or in a preinjective component, respectively. Before
going further, we shall study some properties of these representations.

4.8. Lemma. Let M be a representation lying in Γ rep+(Q).

(1) If M is preprojective, then it has only finitely many non-projective predecessors

in the preprojective component.

(2) If M is preinjective, then it has only finitely many successors in its preinjective

component.

Proof. We may assume that Q is connected. Suppose first that M lies in the
preprojective component P

Q
. By Theorem 4.6 and Lemma 4.3, P

Q
has a left-most

section P
Q
, which is generated by the Px with x ∈ Q0 and isomorphic to Qop.

Suppose thatM has infinitely many non-projective predecessors in P
Q
. By König’s

lemma, P
Q
has a left infinite path of non-projective representations as follows :

· · · // Mi
// Mi−1

// · · · // M1
// M0 =M .

Since P
Q

is a left-most section, we can write Mi = τ−riPxi
, where xi ∈ Q0 and

ri ∈ N such that ri ≥ ri+1 > 0 for all i ≥ 0. Thus, we may assume that ri = r0
for all i ≥ 1. This implies that P

Q
has a left infinite path ending in Px0

, which in
turn implies that Q has a right infinite path starting in x0. In particular, Px0

is
infinite dimensional. By Lemma 4.2(2), τ−Px0

is not defined, which is absurd since
r0 > 0. This proves Statement (1). Since the preinjective components of Γ rep+(Q)

contain only finite dimensional representations, we can prove Statement (2) in a
dual manner. The proof of the lemma is completed.

The following two statements are well known in the finite case.

4.9. Lemma. Let f : M → N be a non-zero non-invertible morphism in rep+(Q)
with M,N ∈ Γ rep+(Q). If M is preinjective or N is preprojective, then Γ rep+(Q)

contains a non-trivial path from M to N .

Proof. We consider only the case where N lies in the preprojective component P
Q

of Γ rep+(Q), since the other case can be treated in a dual manner. Let P
Q

be the
left-most section in P

Q
. Suppose first that N = Py for some y ∈ Q0. Since f is non-

zero and rep+(Q) is hereditary, M = Px for some x ∈ Q0. Since f is non-invertible,
we deduce from Proposition 1.3 that x is a proper successor of y in Q. Hence Py
is a proper successor of Px in P

Q
. Suppose now that N is not projective while M

is not a proper predecessor of N in P
Q
. Since every representation in P

Q
is the

co-domain of a minimal right almost split morphism in rep+(Q), using induction,
we get an infinite path

· · · // Ni // Ni−1
// · · · // N1

// N0 = N

in P
Q
and non-zero non-invertible morphisms fi : M → Ni for i ≥ 0. By lemma 4.8,

there exists a positive integer n such that Nn is projective. Hence, M is a proper
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predecessor of Nn by our previous consideration, and hence a proper predecessor
of N in P

Q
, a contradiction. The proof of the lemma is completed.

4.10. Proposition. Let M be an indecomposable representation lying in Γ rep+(Q).

(1) If M is preprojective, then Hom(L,M) = 0 for all but finitely many non-

projective representations L in Γ rep+(Q).

(2) If M is preinjective, then Hom(M,L) = 0 for all but finitely many representa-

tions L in Γ rep+(Q).

(3) If M is preprojective or preinjective, then Ext1(M,M) = 0.

Proof. The first two statements follow immediately from Lemmas 4.8 and 4.9. Sup-

pose that rep+(Q) admits a non-trivial extension 0 // M // E // M // 0.
Then, M is neither projective nor injective. Assume that M lies in the prepro-
jective component P

Q
. If M is pseudo-projective then, by Lemma 4.5(2), P

Q
has

a left-most section generated by its pseudo-projective representations, which coin-
cides with the left-most section generated by the Px with x ∈ Q0, a contradiction.
Hence τM is defined in P

Q
. This yields a commutative diagram

0 // M //

f
��

E //

��

M // 0

0 // τM // N // M // 0

in rep+(Q), where the lower row is an almost split sequence. By Lemma 4.9,
f = 0, and hence the lower row splits, a contradiction. Suppose next that M
lies in a preinjective component I. Observing that τ−M is defined in I, we get a
contradiction by a dual argument. The proof of the proposition is completed.

The rest of this section is mainly devoted to describing the regular components

of Γ rep+(Q), that is, the connected components which contain none of the Px and

the Ix with x ∈ Q0.

4.11. Lemma. If f : M → N is a morphism in repb(Q), then it is irreducible in

repb(Q) if and only if it is irreducible in rep(Q).

Proof. We only need to prove the necessity. Let f : M → N be an irreducible
morphism in repb(Q). Suppose that f = hg, where g : M → L and h : L→ N are
morphisms in rep(Q). Let Σ be a finite full subquiver of Q, containing the vertices
in supp(M ⊕N) as well as their immediate predecessors and immediate successors
in Q. This yields a factorization f = h

Σ
g
Σ
in repb(Q). Therefore, g

Σ
is a section or

h
Σ
is a retraction. In the first case, g is a section since Σ contains the immediate

predecessors of the vertices in suppM . In the second case, h is a retraction since
Σ contains the immediate successors of the vertices in suppN . The proof of the
lemma is completed.

The next result reveals the relation between some regular components of Γ rep+(Q)

and those of Γ rep−(Q).

4.12. Proposition. Let Γ be a regular component of Γ rep+(Q).

(1) If Γ has infinite dimensional but no pseudo-projective representations, then

the full translation subquiver of Γ obtained by deleting the infinite dimensional

representations is a left stable regular component of Γ rep−(Q).



34 RAYMUNDO BAUTISTA, SHIPING LIU, AND CHARLES PAQUETTE

(2) If Γ has pseudo-projective but no infinite dimensional representations, then Γ

is the full translation subquiver of a right stable regular component of Γ rep−(Q)

obtained by deleting the non-empty set of infinite dimensional representations.

Proof. (1) Suppose that Γ contains infinite dimensional but no pseudo-projective
representations. By Proposition 4.5(1), the infinite dimensional representations in
Γ generate a right-most section ∆. Let Γ ′ be the full translation subquiver of Γ
generated by the representations not in ∆. Containing no projective or pseudo-
projective representation, Γ ′ is left stable. Being finite dimensional, the represen-
tations in Γ ′ may be assumed to all lie in Γ rep−(Q). Fix representations M,N in
Γ ′. It follows from Lemma 4.11 that a morphism f : M → N r with r > 0 is
irreducible in rep+(Q) if and only if it is irreducible in rep−(Q) and a morphism
g : M s → N with s > 0 is irreducible in rep+(Q) if and only if it is irreducible in
rep−(Q). Therefore, M → N is a valued arrow with valuation (d, d ′) in Γ ′ if and
only if M → N is a valued arrow with valuation (d, d ′) in Γ rep−(Q). In particular,

Γ ′ is a full valued subquiver of some connected component C of Γ rep−(Q). Next,

since M is neither projective nor pseudo-projective, rep+(Q) has an almost split

sequence η : 0 // τM // E // M // 0, where τM is finite dimensional. By

Lemma 4.11, η is also an almost split sequence in rep−(Q). This shows that Γ ′ is
a predecessor-closed valued translation subquiver of C. Next, let M → X be an
arrow in C with an irreducible morphism u : M → X in rep−(Q). By the dual
of Corollary 3.5, h is irreducible in rep(Q). On the other hand, since M is finite
dimensional and not injective, by Corollary 2.9(2), rep+(Q) has an almost split se-

quence 0 // M // E // τ−M // 0 , which is also almost split in rep(Q). Then
X is a direct summand of E. If τ−M ∈ Γ ′, then E is finite dimensional and so is
X . If τ−M ∈ ∆ then, by Corollary 3.3(2), X is finite dimensional. In any case,
M → X is an arrow in Γ ′. This shows that Γ ′ is successor-closed in C, and hence,
Γ ′ = C. That is, Γ ′ is a regular component of Γ rep−(Q) which is left stable.

(2) Suppose that Γ contains pseudo-projective but no infinite dimensional repre-
sentations. Since the representations in Γ are finite dimensional and non-injective,
Γ is right stable. Using an argument dual to the above one, we see that Γ is
a successor-closed valued translation subquiver of a connected component C of
Γ rep−(Q). Since Γ is right stable, C has no right-most section. In particular, by the
dual of Theorem 4.6 and the dual of Lemma 4.5(2), C contains no representation
M which is injective or pseudo-injective, where M is pseudo-injective if TrDM is
infinite dimensional. Now, fix a pseudo-projective representation N in Γ . Since it
is finite dimensional and non-projective, by Corollary 2.9(1), rep(Q) has an almost

split sequence 0 // DTrN // E // N // 0 with DTrN of infinite dimension,
which is also an almost split sequence in rep−(Q). In particular, DTrN is an in-
finite dimensional representation in C. By the dual of Theorem 4.7, C is not a
preprojective component, and hence a regular component of Γ rep−(Q). By the dual
of Statement (1), the full translation subquiver C′ of C obtained by deleting the
infinite dimensional representations is a connected component of Γ rep+(Q). Since Γ
is a connected component of Γ rep+(Q) which is contained in C′, we see that Γ and
C′ coincide. The proof of the proposition is completed.

We shall also need the following result to deal with the regular components
containing infinite dimensional representations.
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4.13. Lemma. Let Γ be a regular component of Γ rep+(Q), containing an infinite

dimensional representation M .

(1) If N,L are representations in Γ , then rep(Q) admits no chain of irreducible

monomorphisms DTrL
f
// N

g
// L .

(2) If M → N is an arrow in Γ , then τN ∈ Γ with dimkDTrM > dimk τN , and

any irreducible morphism f :M → N in rep+(Q) is an epimorphism.

(3) If M // M1
// · · · // Mn−1

// Mn is a path in Γ , then τ jMi ∈ Γ for all

i = 1, . . . , n; j = 0, . . . , i.

(4) If M // M1
// M2

// M3 is a path in Γ and f :M3 → N is an irreducible

morphism in rep+(Q), then N is indecomposable.

(5) If M is not pseudo-projective, then rep+(Q) has a minimal right almost split

morphism f : N1⊕N2 →M , where N1 is indecomposable of infinite dimension

and N2 is of finite dimension.

Proof. Let X be a representation lying in Γ . Write d(X) = dimkX ∈ N ∪ {∞}.
Since Γ is regular, DTrX is an indecomposable representation in rep−(Q). Thus,
τX is defined in Γ if and only if X is not pseudo-projective.

(1) Suppose that rep(Q) admits irreducible monomorphisms DTrL
f
// N

g
// L

where N,L in Γ . Since DTrL is a finitely co-presented sub-representation of N ,
making use of Lemma 1.6(2) and Corollary 1.7, we see that DTrL is finite dimen-
sional, and hence τL is defined in Γ . Now rep(Q) has an irreducible morphism
g1 : DTrN → DTrL, which is a monomorphism by Corollary 2.7. In particular,
DTrN is finite dimensional, and hence τN is defined in Γ . Applying the same argu-

ment to τN
g1 // τL

f
// N, we get an irreducible monomorphism f1 : DTr2L→ τN

in rep(Q). Repeating this process, we see that τ iN and τ iL are defined in Γ for all
i ≥ 0, and rep(Q) admits an infinite chain of irreducible monomorphisms

· · · // τ3L
f2 // τ2N

g2 // τ2L
f1 // τN

g1 // τL
f

// N
g

// L,

which is absurd since d(τL) <∞.

(2) Let M → N be an arrow in Γ . By Lemma 3.2, DTrN is finite dimensional,
and hence τN ∈ Γ , and rep(Q) has an irreducible monomorphism g : τN → M .
Since M is not projective, rep(Q) has an irreducible morphism h : DTrM → τN ,
which is an epimorphism by Statement (1). Hence dimkDTrM > d(τN). By Corol-
lary 2.7, every irreducible morphism f :M → N in rep+(Q) is an epimorphism.

(3) Let M // M1
// · · · // Mn−1

// Mn be a path in Γ . By Lemma 3.2,

Mi is infinite dimensional while τMi is defined of finite dimensional, for every
1 ≤ i ≤ n. Thus, rep+(Q) has irreducible monomorphisms fi,i−1 : τMi → Mi−1,
i = 1, . . . , n, where M0 = M . Let i with 0 < i ≤ n be such that rep+(Q) has a
chain of monomorphisms

τn−iMn

fn,i
// τn−i−1Mn−1

// · · · // τMi+1

fi+1,i
// Mi.

By Corollary 2.7, rep−(Q) has a chain of monomorphisms

DTrn−i+1Mn

fn,i−1
// DTrn−iMn−1

// · · · // DTr2Mi+1

fi+1,i−1
// τMi

fi,i−1
// Mi−1.

Since τMi is finite dimensional, the DTrj−i+1Mj with i ≤ j ≤ n are all finite
dimensional. That is, τ j−i+1Mj is defined in Γ , for all i ≤ j ≤ n.
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(4) Let M // M1
// M2

// M3 be a path in Γ , and let f : M3 → N be an

irreducible morphism in rep+(Q). Write N = ⊕ni=1Ni with the Ni indecomposable.
By Statement (3), τ jMi is defined of finite dimension for 1 ≤ i ≤ 3 and 1 ≤ j ≤ i,
and τ jNi is defined of finite dimension for 1 ≤ i ≤ n and 1 ≤ j ≤ 4. Since M2

is infinite dimensional by Lemma 3.2, rep+(Q) has an irreducible monomorphism
g : τM3 → M2, and by Statement (2), d(τM3) < d(τM2). Moreover, it follows
from Corollary 2.7 that d(τ3M3) < d(τ2M2). This yields

d(τ3M3) + d(τM3) < d(τ2M2) + d(τM3) < d(τ2M2) + d(τM2).

Suppose that n ≥ 2. Since d is additive, d(τ3Ni) + d(τ2Ni) ≥ d(τ2M3) for
i = 1, 2, and d(τ2M3) + d(τM3) ≥ d(τ2N1) + d(τ2N2) + d(τM2). Furthermore,

d(τ3M3) + d(τ2M3) ≥ d(τ3N1) + d(τ3N2) + d(τ2M2)
≥ d(τ2M3)− d(τ2N1) + d(τ2M3)− d(τ2N2) + d(τ2M2)
≥ d(τ2M3) + d(τM2)− d(τM3) + d(τ2M2).

As a consequence, we get d(τ3M3)+d(τM3) ≥ d(τ2M2)+d(τM2), a contradiction.
Thus N is indecomposable.

(5) LetM be not pseudo-projective. Then rep+(Q) has an almost split sequence

0 // τM
(g1,...,gn)

T

// N1 ⊕ · · · ⊕Nn
(f1,...,fn)

// M // 0,

where τM is finite dimensional and the Ni are indecomposable. Since d(M) =∞,
we may assume that d(N1) = ∞. Then g1 : τM → N1 is a monomorphism. By
Statement (1), f1 is an epimorphism. Hence, gi : τM → Ni is an epimorphism, and
hence d(Ni) <∞, for 1 < i ≤ n. The proof of the lemma is completed.

Finally, we recall that a valued translation quiver is called a wing if it is isomor-
phic to the following trivially valued translation quiver :

◦
""❊

❊❊

◦

<<②②②

""❊
❊❊
oo ◦

""❊
❊❊

◦

<<②②②
oo ◦

<<②②②
oo ◦

. .
.

. .
. . . .

. . .
◦

""❊
❊❊
oo ◦ · · · ◦

""❊
❊❊
oo ◦

""❊
❊❊

◦

<<②②②
oo ◦

<<②②②
· · · · · · ◦

<<②②②
oo ◦

where the dotted arrows indicate the translation; see [41, (3.3)].

Now we have the promised description of the regular components of Γ rep+(Q).

4.14. Theorem. Let Q be an infinite connected strongly locally finite quiver, and

let Γ be a regular component of Γ rep+(Q).

(1) If Γ has no infinite dimensional or pseudo-projective representation, then it is

of shape ZA∞.

(2) If Γ has infinite dimensional but no pseudo-projective representations, then it

is of shape N−A∞ and its right-most section is a left infinite path.

(3) If Γ has pseudo-projective but no infinite dimensional representations, then it

is of shape NA∞ and its left-most section is a right infinite path.

(4) If Γ has both pseudo-projective representations and infinite dimensional repre-

sentations, then Γ is a finite wing.
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Proof. (1) Write d(M) = dimkM ∈ N∪{∞}, for M ∈ Γ . Suppose that Γ contains
no infinite dimensional or pseudo-projective representation. By Lemma 4.2, Γ is
stable. Having no oriented cycle by Lemma 4.4, Γ is isomorphic to Z∆, where ∆

is a section of Γ ; see [32, (2.3)]. Consider the additive function

d : Γ 0 → N :M 7→ d(M),

which is strictly monotone by Lemma 2.7, and consequently, ∆ is either finite or of
type A∞; see [42]. Suppose that ∆ is finite. Let Θ be the full translation subquiver
of Γ generated by the representations lying in ∆∪ τ∆∪ τ−∆. Being connected and
infinite, Q has a finite connected full subquiver Σ , which contains the supports of
the representations lying in Θ and which has more vertices than ∆ does. Then Θ

is a full translation subquiver of some connected component Γ ′ of Γ rep(Σ). Since Θ
is finite and satisfies the condition S4 stated in [32, (3.1)], Γ ′ is the preprojective
or preinjective component of Γ rep(Σ) having ∆ as a section. In particular, Σ and
∆ have the same number of vertices, a contradiction. Thus, ∆ is of type A∞.

(2) Assume that Γ has infinite dimensional but no pseudo-projective represen-
tations. By Lemma 4.2(1), Γ is left stable, and by Lemma 4.5(1), the infinite
dimensional representations lying in Γ generate a right-most section ∆. Therefore,
Γ ∼= N

−∆; see [32, (2.3)]. By Lemma 4.13(2), ∆ contains no right infinite path,
and hence it has a sink-vertex M0. Having no pseudo-projective representation, by
Lemma 4.13(5), ∆ contains a left infinite path

(∗) · · · // Mn
// Mn−1

// · · · // M1
// M0.

For each n > 0, denote by (dn, d
′
n) the valuation of the arrow Mn → Mn−1. By

Lemma 4.13(5), d ′
n = 1 and Mn is the only immediate predecessor of Mn−1 in ∆.

By Lemma 4.13(4), dn = 1 and Mn−1 is the only immediate successor of Mn in ∆.
This shows that the path (∗) is trivially valued and coincides with ∆. In particular,
Γ is of shape N−A∞.

(3) Assume that Γ has pseudo-projective but no infinite dimensional represen-
tations. By Proposition 4.12(2), Γ is the full translation subquiver of a right stable
regular component Γ ′ of Γ rep−(Q) obtained by deleting the infinite dimensional rep-
resentations. By the dual of Statement (2), the infinite dimensional representations
in Γ ′ generate a left-most section which is a right infinite path. As a consequence,
the pseudo-projective representations in Γ generate a left-most section which is a
right infinite path. In particular, Γ is of shape NA∞.

(4) Suppose that Γ has both infinite dimensional representations and pseudo-
projective ones. By Lemma 4.5, Γ has a right-most section ∆ generated by the infi-
nite dimensional representations, and a left-most section generated by the pseudo-
projective ones. In particular, Γ contains no left or right stable representation.

Next, we show that ∆ is a finite trivially valued path. If ∆ has no pseudo-
projective representation, then it follows from Lemma 4.13(3),(5) that ∆ has a left
infinite path in which every representation is left stable, a contradiction. Thus ∆

contains a pseudo-projective representation M0. By Lemma 4.13(2),(5), M0 is a
unique source vertex in ∆. If N ∈ ∆ with N 6=M0, then N is a proper successor of
M0 in ∆, and by Lemma 4.13(2), rep+(Q) has a chain of irreducible epimorphisms
fromM0 to N . In particular, we have shown that suppX ⊆ suppM0, for all X ∈ ∆.
Consider now an almost split sequence

η : 0 // L // E // M0
// 0
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in rep(Q), where L ∈ rep−(Q) is infinite dimensional. By Corollary 1.7, suppL
contains a left infinite path p with e(p) lying in the socle-support of L. By Lemma
2.11, e(p) is a successor in Q of some vertex in suppM0. Not being contained in
suppM0 by Lemma 1.6(2), p passes through a vertex x which is not a successor of
any vertex in suppM0. Let Θ be the successor-closed subquiver of Q generated by
x and suppM0. By Proposition 2.17(1), rep(Θ) has an almost split sequence :

η
Θ
: 0 // L

Θ

// E
Θ

// M0
// 0.

We define a new quiver Q′ by attaching to Θ a right infinite path

u : x
α1 // a1

α2 // a2
α3 // · · · ,

where ai 6∈ Q for every i ≥ 1. Let X ∈ ∆. Since suppX ⊆ suppM0, we have
X ∈ rep(Θ) and X ∈ rep(Q′). Since x is not a successor in Q of any vertex in
suppM0, the vertices in suppM0 have the same successors in Q and in Q′. This
implies that X ∈ rep+(Q′). Now, let q : X → Y with X,Y ∈ ∆ be an irreducible
morphism in rep+(Q). By Corollary 3.5, q is irreducible in rep(Q), and hence
irreducible in rep(Θ). Since Θ contains the successors in Q′ of the vertices in
suppY , by Proposition 2.16(2), q is irreducible in rep(Q′), and hence irreducible in
rep+(Q′). This shows that ∆ is a connected subquiver of Γ rep+(Q′). In particular,
∆ is a subquiver of a connected component Γ ′ of Γ rep+(Q′).

Observe that x is a source vertex in Q′ which is not a successor of any vertex
in suppM0. Thus Θ contains all the predecessors in Q′ of the successors of the
vertices in suppM0. By Proposition 2.16(1), η

Θ
is an almost split sequence in

rep(Q′). Since L
Θ

is finite dimensional, η
Θ

is also an almost split sequence in
rep+(Q′). That is, L

Θ
= τ

Θ
M0. Furthermore, Since Θ is top-finite, Q′ has no left

infinite path, and hence, rep−(Q′) = repb(Q′). In particular, Γ rep+(Q′) contains no
pseudo-projective representation. Since x ∈ suppL

Θ
, applying Lemma 2.12 to the

infinite acyclic walk u, we see that L
Θ
is left stable in Γ ′, and consequently, Γ ′ is

not preprojective. Moreover, since M0 is infinite dimensional, Γ ′ is not preinjective
by Theorem 4.7. That is, Γ ′ is a regular component of Γ rep+(Q′). Since Γ

′ contains
infinite dimensional but no pseudo-projective representations, by Statement (2), its
infinite dimensional representations generate a right-most section ∆′, which is a
trivially valued left infinite path. As a consequence, Γ ′ is trivially valued.

Let X → Y be an arrow in ∆ whose valuation in Γ is (d, d′). Then Y 6= M0,
and by Lemma 4.13(2), Y is not pseudo-projective. In view of Lemma 4.13(5), we
see that d′ = 1. Suppose that d > 1. Then rep+(Q) has an irreducible morphism
f : X → N with N = Y ⊕ Y , which is also an irreducible morphism in rep+(Θ).
We claim that f is irreducible in rep+(Q′). Indeed, let f = hg, where g : X → M
and h :M → N are morphisms in rep+(Q′). Since Θ is predecessor-closed in Q′, by
Lemma 2.15(1), M

Θ
∈ rep+(Θ). This yields a factorization f = h

Θ
g
Θ
in rep+(Θ).

Therefore, g
Θ
is a section or h

Θ
is a retraction. In the first case, v′g

Θ
= 1IX for some

morphism v′ :M
Θ
→ X . Since Θ contains the predecessors in Q′ of the vertices in

suppX , we can extend v′ to a morphism v :M → X in rep(Q′) such that vg = 1IX .
That is, g is a section. Dually, if h

Θ
is a retraction, then h is a retraction, since Θ

contains the successors of the vertices in suppN . This establishes the claim. As a
consequence, the arrow X → Y in Γ ′ has a non-trivial valuation, a contradiction.
This proves that ∆ is trivially valued as a valued subquiver of Γ . Furthermore,
since the representations in ∆ are all infinite dimensional, ∆ is a full subquiver of
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∆′. Having a source vertex, ∆ is of the form

M0
// M1

// · · · // Mn−1
// Mn.

If n = 0, then ∆ = {M0}, and consequently Γ = {M0}, and we are done. Suppose
now that n > 0. By Lemma 4.13(2), Γ contains a path

p : τnMn
// τn−1Mn−1

// · · · // τM1
// M0.

Since M0 is pseudo-projective, by Lemma 4.5(2), p contains only pseudo-projective
representations. Moreover, p meets every τ -orbit in Γ since so does ∆. Thus, p is
the left-most section of Γ generated by its pseudo-projective representations. This
shows that Γ is a finite wing. The proof of the theorem is completed.

Remark. (1) By Theorem 4.14(4), we have a one-one correspondence between the
infinite dimensional pseudo-projective representations in Γ rep+(Q) and the finite
regular components of Γ rep+(Q).

(2) Let Γ be a non-trivial regular component of Γ rep+(Q). By Theorem 4.14, Γ
contains a unique non-trivial τ -orbit O in which every representation that is not
pseudo-projective is the ending term of an almost split sequence with an indecom-
posable middle term. The representations in O are called quasi-simple. Moreover,
each representation M in Γ has a unique sectional path

M =Mn
// · · · // M1,

with n ≥ 1 and M1 quasi-simple. One calls n the quasi-length of M . For con-
venience, the only representation in any trivial regular component is also called
quasi-simple.

Applying Theorems 4.7, 4.6 and 4.14, we get immediately the following result.

4.15. Corollary. If Q is an infinite connected strongly locally finite quiver, then

Γ rep+(Q) has a symmetric valuation.

In the next two sections, we shall see that each of the four types of regular
components does occur. To conclude this section, we give some conditions on Q
such that Γ rep+(Q) has at most one type of regular components. We start with the
case where Q has no infinite path.

4.16. Corollary. Let Q be an infinite connected strongly locally finite quiver.

If Q has no infinite path, then Γ rep+(Q) consists of a preprojective component of

shape NQ op, a preinjective component of shape N−Q op, and some possible regular

components of shape ZA∞.

Proof. Assume that Q has no infinite path. Then rep+(Q) = repb(Q) = rep−(Q). In
particular, Γ rep+(Q) has no infinite dimensional or pseudo-projective representation.
Now the result follow immediately from Theorems 4.6(1), 4.7(1), and 4.14(1). The
proof of the corollary is completed.

Finally, for convenience, we shall call a non-trivial walk in Q an almost-path if
all but finitely many of its edges are arrows.

4.17. Theorem. Let Q be an infinite connected strongly locally finite quiver.
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(1) If every right infinite acyclic walk in Q is an almost-path, then every regular

component of Γ rep+(Q) is of shape N−A∞.

(2) If every left infinite acyclic walk in Q is an almost-path, then every regular

component of Γ rep+(Q) is of shape NA∞.

Proof. (1) Suppose that the right infinite acyclic walks in Q are all almost-paths.
Since the inverse of a left infinite path is a right infinite acyclic walk which is not
an almost-path, Q contains no left infinite path. Hence, rep−(Q) = repb(Q), and
in particular, Γ rep+(Q) has no pseudo-projective representation. Let Γ be a regular

component of Γ rep+(Q). By Theorem 4.14, Γ is of shape ZA∞ or N−A∞.

Suppose that Γ is of shape ZA∞. Then, by Theorem 4.14 again, the represen-
tations in Γ are all finite dimensional. Fix arbitrarily a representation M in Γ .

Observe that supp(M ⊕ τ−M) is connected since Ext1(τ−M,M) 6= 0. As a conse-
quence, Σ = supp(⊕i≥0 τ

−iM) is connected. We claim that Σ is finite. Indeed, if Σ
is infinite, then it contains a right infinite acyclic walk w, which is an almost-path
by hypothesis. Write w = vu, where u is a finite walk and v is a right infinite path :

a0 // a1 // a2 // · · ·

Observe that a0 ∈ supp τ−rM for some r ≥ 0. Since M ⊕ · · · ⊕ τ−rM is finite
dimensional, there exists a maximal integer s such that as ∈ supp(M⊕· · ·⊕τ−rM).
Then as+1 lies in the support of some τ−jM with j > r. Let t be minimal such that
the support of τ−tM contains some of the ai with i > s. Then t > r. Since τ−tM
is finite dimensional, there exists a maximal integer l such that al ∈ supp τ−tM .
Then l > s. Since al+1 6∈ supp τ−tM and al → al+1 is an arrow, by Corollary
2.11, al+1 ∈ supp τ−(t−1)M , which is contrary to the minimality of t. Our claim is
established. As a consequence, there exist two distinct integers m,n ≥ 0 such that
τ−mM and τ−nM have the same support, a contradiction to Proposition 2.14(2).
Therefore, Γ is of shape N−A∞.

(2) Suppose that the left infinite acyclic walks in Q are all almost-paths. Then
Q has no right infinite path, and hence rep+(Q) = repb(Q). Hence Γ rep+(Q) has no
infinite dimensional representation. Let Γ be a regular component of Γ rep+(Q). By
Theorem 4.14, Γ is of shape ZA∞ or NA∞. If Γ is of shape ZA∞, then every rep-
resentation in Γ is finite dimensional. Hence Γ is a regular component of Γ rep−(Q).
On the other hand, by the dual of Statement (1), all the regular components of
Γ rep−(Q) are of shape NA∞, a contradiction. Thus Γ is of shape NA∞. The proof
of the theorem is completed.

Remark. If Q is constructed from a finite quiver by attaching finitely many disjoint
right infinite paths, then it clearly satisfies the condition stated in Theorem 4.17(1).
Note, however, that the quiver

◦ //

��

◦ //

��

◦ //

��

◦ //

��

· · ·

◦ ◦ ◦ ◦

satisfies the stated condition, but it can not be constructed in this way.

5. Representations of infinite Dynkin quivers

Throughout this section, let Q stand for an infinite Dynkin quiver, that is, its
underlying graph is one of the following three infinite diagrams :
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A∞
∞ : · · · — ◦ — ◦ — ◦ — ◦ — · · ·

A∞ : ◦— ◦ — ◦ — ◦ — · · ·

D∞ : ◦— ◦ — ◦ — ◦ — · · ·
|
◦

As main results, we shall give a complete list of the non-isomorphic indecom-
posable representations in rep+(Q) and describe explicitly its Auslander-Reiten
components. Note that Reiten and Van den Bergh have done so (with no proof)
for each type of infinite Dynkin quivers with the alternating orientation; see [39,
(III.3)]. More partial results in this subject can be found in [15, 36, 37].

As usual, some combinatorial consideration is needed. Let w be a reduced walk
in Q. Denote by Q(w) the full subquiver of Q generated by the vertices appearing
in w. We say that w has no left infinite path or no right infinite path if so does
Q(w). Now, w is called a string if the quiver Q(w) contains at least one, and at
most finitely many, sink or source vertices. If w is a non-trivial string, then neither
w nor w−1 is a double infinite path, and we can write uniquely w as w = wn · · ·w1,
where w1, . . . , wn are non-trivial paths or inverses of non-trivial paths such that
wi+1wi is neither a path nor the inverse of a path, for 1 ≤ i < n. In this case, we
call w1 the initial walk, and wn the terminal walk, of w. Let v, w be strings. In case
e(v) = s(w), we define the composite of v, w to be wv if it is a non-trivial reduced
walk, or w if v is trivial, or v if w is trivial. For instance, if α : x→ y is an arrow,
then α−1εy = α−1 = εxα

−1, but εx 6= α−1α, since α, α−1 are not composable as
strings. Now, v is called a substring of w if w = svr, where r, s are strings.

5.1. Definition. Let Q be a quiver of type A∞
∞ or A∞. Each arrow α : y ← x

determines a unique triple (q, α, p), called a double-hook, where q is the longest path
ending in y but not with α, and p is the longest path stating in x but not with α.

Remark. A double-hook (q, α, p) has no left infinite path if and only if q is finite.
In this case, p α−1q is a string with no left infinite path.

Example. Let Q be a quiver of type A∞ as follows :

0
α // 1

β
// 2 3 //γ
oo 4 //// 5 // 6 //

· · ·

Then (ε1, α, ε0) and (βα, γ, p
∞
) are double-hooks, where p

∞
denotes the infinite

path starting in 3.

For convenience, we shall say that Q is canonical of type A∞ if Q0 = N and the
edges are of the form x — x+1; canonical of type A∞

∞ if Q0 = Z and the edges are
of the form x — x + 1; and canonical of type D∞ if Q0 = N such that 0, 1 are of
weight one and 2 is of weight three and the edges not attached to 0 are of the form
x — x+ 1.

5.2. Definition. Let Q be a canonical infinite Dynkin quiver, and let S be a set
of paths having pairwise distinct starting points.

(1) For p, q ∈ S , we define p � q if and only if s(p) ≤ s(q).
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(2) For p, q ∈ S , we define p = σ
S
(q) and q = σ−

S
(p) if p ≺ q and there exists no

u in S such that p ≺ u ≺ q.

(3) We call σ
S

the source-translation in S .

Remark. (1) The relation � is a well order in S .

(2) If p, q ∈ S , then p ≺ q if and only if p = σi(q) for some i > 0.

Let Q be canonical of type A∞ or A∞
∞. A non-trivial path in Q is called right-

oriented or left-oriented if its arrows are all of the form x→ x+1 or all of the form
x − 1 ← x, respectively. Moreover, a string w is called normalized if s(u) ≤ e(u)
for any finite substring u of w. It is evident that w or w−1 is normalized.

5.3. Notation. Suppose that Q is a canonical quiver of type A∞ or A∞
∞.

(1) Let QR denote the set of right-oriented maximal paths having a starting point
and the trivial paths εx, where x is either a middle point of a left-oriented path
or a sink vertex of weight one.

(2) Let QL denote the set of left-oriented maximal paths having a starting point
and the trivial paths εx, where x is either a middle point of a right-oriented
path or a source vertex of weight one.

We state some alternative defining properties of the paths in QR.

5.4. Lemma. Let Q be a canonical quiver of type A∞ or A∞
∞.

(1) If x ∈ Q0 and p is a path, then p ∈ QR with s(p) = x+1 if and only if x← x+1
is an arrow, and p is the longest path starting in x+1 but not with x← x+1.

(2) If q is a finite path, then q ∈ QR with e(q) = x if and only if x ← x + 1 is an

arrow, and q is the longest path ending in x but not with x← x+ 1.

Proof. (1) Let x ∈ Q0 and p be a path. Suppose that α : x ← x + 1 is an arrow,
and p is the longest path starting in x + 1 but not with α. If Q has an arrow
x + 1 ← x + 2, then p = εx+1 ∈ QR. If Q has an arrow γ : x + 1 → x + 2, then p
is the maximal path stating with γ. Being right-oriented, p lies in QR. Conversely,
suppose that p ∈ QR with s(p) = x + 1. Assume that p is non-trivial. Then p is a
right-oriented maximal path starting in x+1. Hence, Q has an arrow α : x← x+1.
Being maximal and right-oriented, p is the longest path starting in x + 1 but not
with α. Otherwise, p = εx+1 with x+ 1 the middle point of a left-oriented path or
a sink vertex of weight one. Since x ∈ Q0, the second case does not occur. That
is, Q has a path x ← x + 1 ← x + 2. In this situation, εx+1 is the longest path
starting in x+ 1 but not with α.

(2) Let q be a finite path in Q. Suppose that α : x ← x + 1 is an arrow, and
q is the longest path ending in x but not with α. If x is a sink vertex of weight
one or x − 1 ← x is an arrow, then q = εx ∈ QR. Otherwise, δ : x − 1 → x is
an arrow, and q is the maximal path ending with γ. Being right-oriented and a
maximal path, q ∈ QR. Conversely, suppose that q ∈ QR with e(q) = x. Assume
that q is non-trivial. Then it is a right-oriented maximal path ending in x. Hence,
α : x ← x + 1 is an arrow. Being maximal and right-oriented, q is the longest
path ending in x but not with α. Otherwise, q = εx with x the middle point of a
left-oriented path or a sink vertex of weight one. In either case, α : x ← x + 1 is
an arrow and εx is the longest path ending in x but not with α. The proof of the
lemma is completed.
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Similarly, we have some alternative defining properties of the paths in QL.

5.5. Lemma. Let Q be a canonical quiver of type A∞ or A∞
∞.

(1) If x ∈ Q0 and p is a path, then p ∈ QL with s(p) = x if and only if x→ x+ 1
is an arrow, and p is the longest path starting in x but not with x→ x+ 1.

(2) If x ∈ Q0 and q is a finite path, then q ∈ QL with e(q) = x + 1 if and only if

x → x + 1 is an arrow, and q is the longest path ending in x + 1 but not with

x→ x+ 1.

Let Q be canonical of type A∞ or A∞
∞. Since QR and QL are sets of paths having

pairwise distinct starting points, they are equipped with the well order � and the
source-translation which is denoted by σ

R
for QR and by σ

L
for QL. If no risk of

confusion is possible, the subscripts in σ
R
and σ

L
will be dropped. The following

result reveals the link between the source-translates and the double-hooks.

5.6. Lemma. Let Q be a canonical quiver of type A∞ or A∞
∞.

(1) If p, q are paths in Q, then p, q ∈ QR with q = σ
R
(p) if and only if q is a finite

path in QR and α : e(q)← s(p) is an arrow such that (q, α, p) is a double-hook.

(2) If p, q are paths in Q, then p, q ∈ QL with q = σ−
L
(p) if and only if q is a finite

path in QL and β : e(q)← s(p) is an arrow such that (q, β, p) is a double-hook.

(3) If (q, α, p) is a double-hook with q finite, then p, q ∈ QR or p, q ∈ QL.

Proof. Let p, q be paths in Q. Suppose that q is a finite path in QR with e(q) = x
and α : x← s(p) is an arrow such that (q, α, p) is a double-hook. By Lemma 5.4(2),
s(p) = x + 1, and by Lemma 5.4(1), p ∈ QR. Since s(q) ≤ x < x + 1 = s(p), we
have q ≺ p. If q is trivial, then q = εx with s(q) = s(p) − 1, and hence q = σ

R
(p).

Otherwise, q is a right-oriented maximal path ending in x. Thus, for any y ∈ Q0

with s(q) < y ≤ x, we have an arrow y − 1 → y, and by Lemma 5.4(1), y 6= s(v),
for any v ∈ QR. Thus, σR(p) = q.

Conversely, suppose that p, q ∈ QR with q = σ
R
(p). Write b = s(q) < s(p) = a.

In particular, a − 1 ∈ Q0. By Lemma 5.4(1), α : a − 1 ← a is an arrow, and p
is the longest path starting in a but not with α. Let (u, α, p) be the double-hook
determined by α, that is, u is the longest path ending in a − 1 but not with α.
If u is infinite, then it is right-oriented and contains the arrow b − 1 → b, which
contradicts Lemma 5.4(1) since q ∈ QR. Thus u is finite. By the sufficiency we
have proved, u = σ

R
(p) = q. This establishes Statement (1). Similarly, we may

prove Statement (2).

Finally, let (q, α, p) be a double-hook with q finite. If α is a left-oriented arrow
x← x+ 1, then p, q ∈ QR by Lemma 5.4. If α is a right-oriented arrow x→ x+ 1,
then p, q ∈ QL by Lemma 5.5. The proof of the lemma is completed.

5.7. Corollary. Let Q be a canonical quiver of type A∞ or A∞
∞.

(1) If q ∈ QR, then σ−
R
(q) is defined in QR if and only if q is finite.

(2) If p ∈ QL, then σL(p) is defined in QL if and only if p is finite with e(p)−1 ∈ Q0.

Proof. Let q ∈ QR. If σ−
R
(q) = p ∈ QR, then q = σ

R
(p), which is finite by Lemma

5.6(1). Conversely, suppose that q is finite with e(q) = x. By Lemma 5.4(2),
α : x ← x + 1 is an arrow, and q is the longest path ending in x but not with α.
Let (q, α, p) be the double-hook determined by α. By Lemma 5.6(1), p ∈ QR and
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q = σ
R
(p). That is, p = σ−

R
(q). This establishes Statement (1). Similarly, we can

prove Statement (2). The proof of the corollary is completed.

We are now ready to study the representation theory of Q. First, we show that,
as in the finite Dynkin case, the indecomposable representations in rep+(Q) are
uniquely determined by their dimension vector.

5.8. Proposition. Let Q be an infinite Dynkin quiver. If M, N ∈ rep+(Q) are

indecomposable, then M ∼= N if and only if dimM(x) = dimN(x), for all x ∈ Q0.

Proof. Let M, N ∈ rep+(Q) be indecomposable such that dimM(x) = dimN(x),
for all x ∈ Q0. In particular, M,N have the same support which is denoted as Q′.
By Theorem 1.12(1), M ⊕N is projective restricted to a co-finite successor-closed
subquiver Σ of Q′. Let Ω be the predecessor-closed subquiver of Q′ generated by
the augmented complement of Σ in Q′ and the top-support of (M ⊕N)

Σ
. By the

dual of Theorem 1.13(2), M
Ω
and N

Ω
are indecomposable. Since Q′ is top-finite

and Σ is co-finite in Q′, we see that Ω is finite. Since Q is of infinite Dynkin type,
Ω is a finite Dynkin quiver. Therefore, M

Ω

∼= N
Ω
, and hence M ∼= N by the dual

of Theorem 1.13(1). The proof of the proposition is completed.

In order to classify the indecomposable representations in rep+(Q) we need to
define, for each string w in Q, the string representationM(w) as follows: if x ∈ Q0,
then M(w)(x) = k in case x appears in w and M(w)(x) = 0 otherwise; and if
α ∈ Q1, then M(w)(α) = 1I in case α or α−1 appears in w, and M(w)(α) = 0
otherwise; compare [13, page 158]. By definition, M(w) =M(w−1). In case Q is of
type A∞ or A∞

∞, we shall prove that the indecomposable representations in rep+(Q)
are parameterized by the strings having no left infinite path. Note that this does
not follow directly from the result of Butler and Ringel stated in [13]. Indeed, if Q
contains infinite paths, then the path algebra kQ is not a string algebra as defined
in [13, Section 3]. Nevertheless, Theorem 1.13 allows us to apply their results.

5.9. Proposition. Let Q be a quiver of type A∞
∞ or A∞. If M ∈ rep(Q) is inde-

composable, then M is finitely presented if and only if M ∼=M(w) with w a string

having no left infinite path.

Proof. We may assume that Q is canonical. For proving the sufficiency, let w be
a string in Q having no left infinite path, which we may assume to be infinite and
normalized. Let w1 be the initial walk and wn the terminal walk of w. Suppose
that w1, wn are distinct and both infinite. Then w−1

1 and wn are right infinite
paths. Observe that suppM(w) = Q. Let α : x → y be the initial arrow of w−1

1

and β : a→ b the initial arrow of wn. Consider the full subquiver Σ of Q generated
by the successors of y and those of b. Then Σ is successor-closed and co-finite in Q
such thatM(w)

Σ
= Py⊕Pb. By Theorem 1.12(1), M(w) ∈ rep+(Q). In case either

w1 or wn is infinite, we can prove in a similar manner that M(w) ∈ rep+(Q).
Conversely, suppose that M is an indecomposable representation in rep+(Q).

Then supp(M) is connected, and hence, supp(M) = Q(ω), for some reduced walk
ω. Being top-finite, supp(M) has at most finitely many source vertices and no left
infinite path. That is, ω is a string having no left infinite path. By Theorem 1.12(1),
M is projective restricted to a co-finite successor-closed subquiver Σ of supp(M).
Fix a vertex x in supp(M). Let Ω be the predecessor-closed subquiver of supp(M)
generated by x, the augmented complement of Σ in supp(M) and the top-support
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of M
Σ
, which is finite. By Theorem 1.13(2), M

Ω
is indecomposable. Then, by the

theorem stated in [13, Section 3], M
Ω
is a string representation of Ω . In particular,

dimkM(x) = 1. Since supp(M) = Q(ω) = suppM(ω), by Lemma 5.8, M ∼= M(ω).
The proof of the proposition is completed.

We describe the irreducible morphisms in rep+(Q) in the following proposition;
compare [13, page 166].

5.10. Proposition. Let Q be a quiver of type A
∞
∞ or A∞, and let α be an arrow

and w a string having no left infinite path in Q.

(1) If p is a path of maximal length such that wαp−1or pα−1w is a string, then

the canonical embedding M(w) → M(wαp−1) or M(w) → M(pα−1w) is irre-

ducible in rep+(Q), respectively.

(2) If q is a finite path of maximal length such that wα−1q or q−1αw is a string,

then the canonical projection M(wα−1q) → M(w) or M(q−1αw) → M(w) is

irreducible in rep+(Q), respectively.

Proof. We shall prove the proposition only for one case, since the other cases can
be treated similarly. Suppose that Q is canonical and w is normalized such that
wα is a string. Let p be the longest path such that v = wαp−1 is a string. Since w
has no left infinite path, nor does v. The canonical embedding f : M(w) → M(v)
is defined so that f(x) = 1I if x is a vertex lying in w; and otherwise, f(x) = 0.

Suppose that f = hg, where g :M(w)→ N and h : N →M(v) are morphisms in
rep+(Q). It suffices to prove that g is a section or h is a retraction. For this purpose,
we may assume that Hom(M,M(v)) 6= 0 for any indecomposable summandM ofN .
Write L =M(w)⊕N⊕M(v), and consider Q′ = suppL, which is connected by the
assumption. By Theorem 1.12(1), L is projective restricted to a co-finite successor-
closed subquiver Σ of Q′. Being connected, Q′ has a finite connected subquiver ∆
which contains the arrow α, the top-support of L

Σ
and the augmented complement

ofΣ inQ′. SinceQ′ is top-finite, the predecessor-closed subquiver Ω ofQ′ generated
by∆ is finite and connected. ThenM(w)

Ω
=M(u) andM(v)

Ω
=M(uαq−1), where

u = w ∩ Ω and q = p ∩ Ω . Observe that q is the longest path in Ω such that
uαq−1 is a string in Ω , and f

Ω
: M(u) → M(uαq−1) is the canonical embedding.

By the lemma stated in [13, page 166], f
Ω
is irreducible in rep(Ω). Thus g

Ω
is a

section or h
Ω
is a retraction. By the dual of Theorem 1.13(3), g is a section or h is

a retraction. The proof of the proposition is completed.

5.11. Lemma. Let Q be a quiver of type A∞
∞ or A∞, and let w be a string such that

M(w) and DTrM(w) are indecomposable objects in rep+(Q). If α is an arrow and

q is a path such that wα−1q is a string, then q is finite.

Proof. Let α be an arrow and q be a path such that wα−1q is a string. Then M(w)
admits a minimal projective resolution

0 // ⊕ r
i=1 Pxi

// ⊕ s
j=1 Pyj

// M(w) // 0,

where y1, . . . , ys are the source vertices in Q(w), and by Lemma 2.10, we may
assume that x1 = e(q). By Lemma 2.5, DTrM(w) admits a minimal injective
co-resolution

0 // DTrM(w) // ⊕ r
i=1 Ixi

// ⊕ s
j=1 Iyj

// 0.
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Since x1 6∈ Q(w), none of the vertices in supp(⊕ s
j=1 Iyj ) appears in q. Hence, q is

contained in the support of DTrM(w). By Lemma 1.6(2), q is not a left infinite
path, and hence it is finite. The proof of the lemma is completed.

As shown below, the almost split sequences with an indecomposable middle
term in rep+(Q) are parameterized by the double-hooks with no left infinite path;
compare [13, page 174].

5.12. Proposition. Let Q be an infinite Dynkin quiver of type A∞
∞ or A∞.

(1) If (q, α, p) is double-hook with q finite, then rep+(Q) has an almost split sequence

0 // M(q) // M(p α−1q) // M(p) // 0.

(2) Every almost split sequence with an indecomposable middle term in rep+(Q) is
of the form stated above.

Proof. Let (q, α, p) be double-hook with q finite. Consider the short exact sequence

(1) 0 // M(q)
f

// M(p α−1q)
g

// M(p) // 0

in rep+(Q), where f is the canonical embedding and g is the canonical projection.
By Proposition 5.10, f and g are irreducible. Since rep+(Q) is a Krull-Schmidt
category, the sequence (1) is almost split; see [6, (2.15)]. Conversely, assume that

(2) 0 // L
f

// M
g

// N // 0

is an almost split sequence in rep+(Q) with M indecomposable. By Proposition
5.9, N = M(w), where w is a string with no left infinite path. We shall show that
the sequence (2) is as stated in Statement (1) by considering all possible cases.

First, assume that there exists an arrow β such that wβ−1 is a string. Let q be
the longest path such that wβ−1q is a string. By Lemma 5.11, q is finite. Now
rep+(Q) has a short exact sequence

(3) 0 // M(q)
f ′

// M(wβ−1q)
g′

// M(w) // 0,

where f ′ is the canonical embedding and g′ is the canonical projection. By Lemma
5.9(2), g′ is irreducible. Since M is indecomposable, the sequence (3) is isomorphic
to the sequence (2), and hence it is almost split. Let p be the longest path such that
pβ−1q is a string. Then (q, α, p) is a double-hook with q finite. By the sufficiency
we have just proved,

0 // M(q) // M(p β−1q) // M(p) // 0

is an almost split sequence in rep+(Q), which is isomorphic to the sequence (3).
That is, the sequence (2) is of the desired form. Similarly, we can treat the case
where there exists an arrow β such that βw is a string.

Next, suppose that there exists an arrow γ such that γ−1w is a string. Let p be
the longest path such that p γ−1w is a string. Consider the short exact sequence

(4) 0 // M(w)
u // M(p γ−1w)

v // M(p) // 0

in rep+(Q), where u is the canonical embedding and v is the canonical projec-
tion. By Lemma 5.10(1), u is irreducible. In particular, M(w) is not injective.
Since M(w) is not projective, neither is M(pγ−1w). Since M is indecomposable,
τM(p γ−1w) = M . By Proposition 3.6, M is of finite dimension, and so is M(w).
Therefore, rep+(Q) has an almost split sequence
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(5) 0 // M(w) // E // TrDM(w) // 0.

Since M(w) is not projective, E has no projective direct summand, and since M
is indecomposable, so is E. As a consequence, the sequence (4) is isomorphic to
the sequence (5), and hence it is almost split. Let q be the longest path such that
p γ−1q is a string. By Lemma 5.11, q is finite, and consequently, rep+(Q) has an
almost split sequence

0 // M(q) // M(p β−1q) // M(p) // 0,

which is isomorphic to the sequence (4). In particular, w = q. Since M(q) =M(w)
is not projective, there exists some arrow β such that qβ−1 is a string. This turns
out to be the first case we have treated. Thus, the sequence (2) is of the desired
form. Similarly, we can deal with the case where there exists an arrow γ such that
wγ is a string.

Now, we consider the case where e(w) is not defined. Since w is a string with
no left infinite path, we may write w = p v, where v is a string and p is a right
infinite path with s(p) a source vertex in Q(w). If v is not trivial, then we can
write w = p β−1u, where u is a string and β is an arrow. By Lemma 5.10(1), there
exists an irreducible monomorphism j : M(u) → M(w), which is impossible since
M is indecomposable. Thus w = p. Since M(p) is not projective, there exists an
arrow β such that p β−1 is a string. This is again the first case we have treated.
Finally, we can similarly treat the case where s(w) is not defined. The proof of the
proposition is completed.

We shall now describe the Auslander-Reiten components of rep+(Q) in case Q
is of type A∞ or A∞

∞. By Lemma 5.9, we may choose the vertex set of Γ rep+(Q) to
be the set of the finitely presented string representations.

5.13. Lemma. Let Q be a canonical quiver of type A∞ or A∞
∞. If p ∈ QR, then

(1) τM(p) is defined in Γ rep+(Q) if and only if σ(p) is defined in QR, and in this

case, τM(p) =M(σ(p));

(2) τ−M(p) is defined in Γ rep+(Q) if and only if σ−(p) is defined in QR, and in this

case, τ−M(p) =M(σ−(p)).

Proof. (1) Let p ∈ QR with s(p) = x. Suppose that τM(p) is defined in Γ rep+(Q).

Since M(p) is not projective, Q has an arrow α : x − 1 ← x. By Lemma 5.4(1), p
is the longest path starting in x but not with α. Let q be the longest path ending
in x− 1 but not with α. By Lemmas 5.11 and 5.4(2), q is a finite path in QR. By
Lemma 5.6(1), q = σ(p). Conversely, suppose that σ(p) = q ∈ QR. By Lemma
5.6(1), q is finite and α : e(q)← s(p) is an arrow such that (q, α, p) is a double-hook.
By Proposition 5.12(1), τM(p) =M(q).

(2) If σ−(p) = q ∈ QR, then p = σ(q), and hence τ−M(p) =M(q) by Statement
(1). Conversely, suppose that τ−M(p) ∈ Γ rep+(Q). By Lemma 4.2(2),M(p) is finite

dimensional, that is, p is finite. By Corollary 5.7(1), σ−(p) is defined in QR. The
proof of the lemma is completed.

Similarly, we have the following statement.

5.14. Lemma. Let Q be a canonical quiver of type A∞ or A∞
∞. If q ∈ QL, then
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(1) τM(q) is defined Γ rep+(Q) if and only if σ−(q) is defined in QL, and in this

case, τM(q) =M(σ−(q));

(2) τ−M(q) is defined Γ rep+(Q) if and only if σ(q) is defined in QL, and in this

case, τ−M(q) =M(σ(q)).

Let O be a τ -orbit in Γ rep+(Q). We shall say that O is preprojective, preinjec-

tive or regular if it contains preprojective, preinjective or regular representations,
respectively. Furthermore, O is called quasi-simple if it consists of quasi-simple
regular representations.

5.15. Proposition. Let Q be a canonical quiver of type A∞
∞ or A∞, and write

OR = {M(p) | p ∈ QR} and OL = {M(p) | p ∈ QL}.

(1) If QR is non-empty, then OR is a preprojective or quasi-simple τ-orbit in

Γ rep+(Q), where the second case occurs if and only if Q is of type A
∞
∞.

(2) If QL is non-empty, then OL is a preinjective or regular τ-orbit in Γ rep+(Q),

where the second case occurs if and only if Q is of type A∞
∞.

(3) If Γ is a regular component of Γ rep+(Q), then it contains either OR or OL but

not both, and consequently, Q is of type A∞
∞.

Proof. It is evident that for any p, q ∈ QR, we have q = σi(p) for some i ∈ Z.
Making use of Lemma 5.13, we deduce that OR is a τ -orbit in Γ rep+(Q). Suppose

that OR is preinjective. Then M(p) = Ix for some p ∈ QR and x ∈ Q+. In
particular, p is finite. By Corollary 5.7(1) and Lemma 5.13(2), τ−M(p) is defined
in Γ rep+(Q), a contradiction. Thus, OR is preprojective or regular. Assume that the
second case occurs. Suppose that OR is non-trivial. Let M(p) with p ∈ QR be not
pseudo-projective. By Lemma 5.13(1), q = σ(p) ∈ QR. By Lemma 5.6(1), we have a
double hook (q, α, p) with q finite. By Proposition 5.12,M(p) is quasi-simple. That
is, OR is quasi-simple. Suppose that now OR. Being regular, OR = {M(p)}, where
p ∈ QR and M(p) is infinite-dimensional and pseudo-projective. In particular, p is
infinite. Since M(p) is not projective, Q contains an arrow α : s(p)− 1← s(p). Let
(q, α, p) be a double hook in Q. By Lemma 5.6(1), q is infinite. As a consequence,
Q = Q(w) with w = pα−1q. In this case, there exists a canonical projection
f : M(w) → M(p). Let g : M(u) → M(p) be a non-zero non-isomorphism in
rep+(Q), where u is a string with no left infinite path. If M(u) is projective, then
u is a proper subpath of p, and in this case, g factors through f . Otherwise,
u = pα−1v, where v is a finite subpath of q ending in s(p) − 1. Thus g factors
through f . That is, f is not irreducible in rep(Q), and by Corollary 3.5, it is not
irreducible in rep+(Q). Thus, Γ rep+(Q) has no arrow ending in M(p). By Theorem
4.14, {M(p)} is a trivial component of Γ rep+(Q). In particular, OR is quasi-simple.

Let Q be of type A∞. Then 0 is a sink or source vertex of weight one. In the
first case, ε0 ∈ QR with M(ε0) = P0, and in the second case, the maximal path
p 0 starting in 0 lies in QR and M(p 0) = P0. In either case, OR is preprojective.
Conversely, suppose that OR is preprojective. Then, M(p) = Px for some p ∈ QR
with x = s(p). If x− 1 ∈ Q0, then Q has an arrow x− 1← x, which is absurd since
M(p) is projective. Thus x − 1 6∈ Q0, that is, Q is of type A∞. This establishes
Statement (1). In a similar way, we can prove Statement (2).

To prove Statement (3), let Γ be a regular component of Γ rep+(Q). Suppose first
that Γ = {M(w)}, where w is a normalized string with no left infinite path. By
Theorem 4.14(4),M(w) is infinite dimensional, and hence w is infinite. Then either
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the initial walk w1 of w or the terminal walk wn is infinite. In the second case, being
normalized and not the inverse of a left infinite path, wn is a right-oriented maximal
path with a starting point. In particular, wn ∈ QR. If w 6= wn, then w = wnα

−1v,
where α is an arrow and v is a string. Since wn is a maximal path, by Proposition
5.10(1), rep+(Q) has an irreducible morphism M(v) → M(w), a contradiction.
Therefore, w = wn ∈ QR, and hence Γ = OR. Similarly, if w1 is infinite, then
Γ = OL. Suppose now that Γ is non-trivial. By Theorem 4.14, rep+(Q) has

an almost split sequence 0 // L // M // N // 0, where L,M,N ∈ Γ . By

Proposition 5.12, there exists a double-hook (q, α, p) such that L = M(q) and

N = M(p). By Lemma 5.6(3), L,N ∈ OR or L,N ∈ OL. That is, Γ contains OR
or OL. Finally, observe that QR ∩ QL = ∅. Having only one quasi-simple τ -orbit,
Γ does not contain OR and OL. The proof of the proposition is completed.

Example. Let Q be a canonical quiver of type A∞
∞ as follows :

· · · 0oo 1oo 2oo // 3 4oo // 5 // 6 7oo
· · ·

oo

We denote by p i,j the path from i to j, and by p∞ the infinite path starting in 2.
Then QL = {p∞, p4,3

, ε5} in which the action of σ is indicated as follows:

ε5 // p
4,3

// p∞.

By Lemma 5.14(1), the action of τ in OL is indicated as follows:

S5 M(p
4,3
)oo M(p∞)oo .

On the other hand, QR = {εi | i ≤ 1} ∪ {p
2,3
, p

4,6
} ∪ {εi | i ≥ 7}, in which the

action of σ is indicated as follows :

· · · ε−1
oo ε0oo ε1oo p 2,3

oo p4,6oo ε7oo ε8oo · · ·oo

By Lemma 5.13(1), the action of τ in OR is indicated as follows:

· · · S−1
oo S0

oo S1
oo M(p

2,3
)oo M(p

4,6
)oo S7
oo S8

oo · · ·oo

The following result describes the Auslander-Reiten components in the A∞-case.

5.16. Theorem. Let Q be an infinite Dynkin quiver of type A∞.

(1) If Q has no left infinite path, then Γ rep+(Q) consists of the preprojective com-

ponent and a preinjective component of shape N−A∞.

(2) If Q is a left infinite path, then Γ rep+(Q) consists of the preprojective component

of shape NA∞.

(3) If Q is not a left infinite path but has left infinite paths, then Γ rep+(Q) consists of

the preprojective component of shape NA∞ and a finite preinjective component.

Proof. We may assume that Q is canonical. By Theorem 4.6 and Proposition
5.15, Γ rep+(Q) has a unique preprojective component but no regular component.
Moreover, by Theorem 4.7, the preinjective components correspond bijectively to
the connected component of Q+. If Q has no left infinite path, then Q+ = Q, which
is connected. Thus Γ rep+(Q) has a unique preinjective component which is of shape

N−A∞ by Theorem 4.7(1).
Suppose now that Q contains left infinite paths. Then it has no right infinite

path. By Theorem 4.6(1), the preprojective component is of shape NA∞. If Q is a
left infinite path, then Q+ = ∅, and hence Γ rep+(Q) has no preinjective component.
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Otherwise, Q has a left infinite maximal path with an ending point x > 0. Then x is
a sink vertex, and Q+ is generated by the vertices y with 0 ≤ y < x. In particular,
Q+ is finite and connected. By Theorem 4.7, Γ rep+(Q) has a unique preinjective

component I, which has a right-most section of shape (Q+) op and contains only
finite τ -orbits. In particular, I is finite. The proof of the theorem is completed.

Next, we shall describe the Auslander-Reiten components of rep+(Q) in the A∞
∞-

case. Since the preprojective component and the possible preinjective components
have been described in Theorems 4.6 and 4.7, we shall concentrate on the regular
components.

5.17. Theorem. Let Q be a quiver of type A∞
∞, having r right infinite maximal

paths and l left infinite maximal paths with 0 ≤ l, r ≤ 2. Then Γ rep+(Q) consists of

the preprojective component, at most one preinjective component, and at most two

regular components which are described as follows.

(1) If Q is a double infinite path, then Γ rep+(Q) has a unique regular component of

shape ZA∞.

(2) If Q has no left infinite path, then Γ rep+(Q) has two regular components of which

r are of shape N−A∞ and (2− r) are of shape ZA∞.

(3) If Q has no right infinite path, then Γ rep+(Q) has two regular components of

which l are of shape NA∞ and (2 − l) are of shape ZA∞.

(4) If Q has a left infinite maximal path and a right infinite maximal path, then

Γ rep+(Q) has two regular components of which one is of shape ZA∞ and the

other one is a finite wing.

Proof. We may assume that Q is canonical. It is easy to see that Q+ is either empty
or connected. Hence Γ rep+(Q) has at most one preinjective component. Moreover,
by Proposition 5.15(3), Γ rep+(Q) has at most two regular components R and L,

such that M(p) ∈ R for p ∈ QR, and M(q) ∈ L for q ∈ QL.
(1) Assume that Q is a double infinite path in which the arrows are all right-

oriented. Then QR = ∅ and QL = {εx | x ∈ Q0}. By Proposition 5.15, L is the
only regular component. Since εi = σ−i

L
(ε0), by Lemma 5.14, τ iS0 = Si, for i ∈ Z.

Hence, L is stable. By Theorem 4.14(1), L is of shape ZA∞.
(2) Suppose that Q has no left infinite path. Since Q0 = Z, there exist at most

two right infinite maximal paths. Assume first that Q has no right infinite path,
that is, it has no infinite path. Then Q can be viewed of the following form :

· · · pnq
−1
n · · · q

−1
1 p 0q

−1
0 p

−1
· · · p

−m
q−1
−m · · ·

where the pn are the right-oriented maximal paths and the qn are the left-oriented
maximal paths. Thus QR contains a double infinite chain

· · · ≺ p−m ≺ · · · ≺ p0 ≺ · · · ≺ pn ≺ · · · ,

and hence σi
R
(p0) is defined for all i ∈ Z. By Lemma 5.13, τ iM(p0) is defined for

all i ∈ Z, that is, M(p0) is stable. Moreover, QL contains an infinite chain

· · · ≺ q−m ≺ · · · ≺ q0 ≺ · · · ≺ qn ≺ · · · ,

and thus σ−i
L
(q0) is defined for all i ∈ Z. By Lemma 5.14, τ iM(q0) is defined for

all i ∈ Z. That is, M(q0) is stable. Therefore, Γ rep+(Q) has two stable regular
components R and L. By Theorem 4.14(1), they both are of shape ZA∞.
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Assume next that Q has exactly one right infinite maximal path q0. We may
assume that q 0 is left-oriented starting in x. Since q0 is the unique infinite maximal
path, Q can be viewed of the following form :

· · · q−1
n pn · · · q

−1
1 p1q

−1
0 ,

where the qn are the left-oriented maximal paths and the pn are the right-oriented
maximal paths. Then QL contains a right infinite chain

q0 ≺ q1 ≺ · · · ≺ qn ≺ · · · ,

and thus, σ−i
L
(q0) is defined for all i ≥ 0. By Lemma 5.14(1), τ iM(q0) is defined for

all i ≥ 0. That is, M(q0) is left stable. Hence L is a left stable regular component.
Since M(q0) is infinite dimensional, by Theorem 4.14(2), L is of shape N−A∞. On
the other hand, QR has a double infinite chain

· · · ≺ εx−i ≺ · · · ≺ εx−1 ≺ p1 ≺ · · · ≺ pn ≺ · · · .

Making use of Lemma 5.13 again, we see that R is stable, which is of shape ZA∞

by Theorem 4.14.
Assume finally that Q has two right infinite maximal paths p and q. We may

assume that p is right-oriented starting in x, and q is left-oriented starting in y.
Then QR has a left infinite chain

· · · ≺ εy−i ≺ · · · ≺ εy−1 ≺ p.

In view of Lemma 5.13(1), we deduce that M(p) is left stable. Hence R is a left
stable regular component. Since M(p) is infinite dimensional, R is of shape N−A∞.
Moreover, since QL contains a right infinite chain

q ≺ εx+1 ≺ · · · ≺ εx+i ≺ · · · ,

by Lemma 5.14(1), M(q) is left stable. Hence, L is a left stable regular component.
Since M(q) is infinite dimensional, L is of shape N−A∞.

(3) Suppose that Q has no right infinite path. Using an argument dual to that for
proving Statement (2), we may show that if Q has exactly one left infinite maximal
path which is assumed to be right-oriented, then L is a regular component of shape
ZA∞ and R is a regular component of shape NA∞; and if Q has two left infinite
maximal paths, then R and L are two regular components of shape NA∞.

(4) Suppose that Q has a left infinite maximal path p and a right infinite maximal
path q. Then p, q are either both right-oriented or both left-oriented. We need only
to consider the case where p is right-oriented with e(p) = x, while q is right-oriented
with s(q) = y. Then QL has a double infinite chain

· · · ≺ εx−i ≺ · · · ≺ εx−1 ≺ εy+1 ≺ · · · ≺ εy+j ≺ · · · .

Therefore, L is stable of shape ZA∞. On the other hand, q ∈ QR. If z is a vertex
with z < x or z > y, then z is a middle point of a right-oriented path. By Lemma
5.4(1), z 6= s(v) for any v ∈ QR. Hence, QR is finite. By Proposition 5.15(1), R has
a finite τ -orbit. By Theorem 4.14(4), R is a finite wing. The proof of the theorem
is completed.

Example. Reconsider the canonical quiver Q of type A∞
∞ as follows :

· · · 0oo 1oo 2oo // 3 4oo // 5 // 6 7oo
· · ·

oo

As seen before, QL = {p∞, p4,3, ε5}. Therefore, the regular component containing
the τ -orbit OL is a wing as follows:
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◦
''❖❖❖

◦
77♦♦♦
''❖❖❖ ◦

''❖❖❖
◦

77♦♦♦
◦

77♦♦♦
◦

On the other hand, since both σ and σ− are defined everywhere in QR, the regular
component containing OR is of shape ZA∞.

Finally, it comes to the point for us to study the D∞-case. Recall from Lemma
5.8 that the indecomposable representations in rep+(Q) are uniquely determined
by their dimension vector.

5.18. Notation. Let Q be an infinite Dynkin quiver of type D∞.

(1) For integers i ≥ 0 and j ≥ 1, denote by Ni,j the finite dimensional indecom-
posable representation in rep+(Q) with dimension vector indicated as follows :

1 —

i times
︷ ︸︸ ︷

2 — 2 — · · · — 2 —

j times
︷ ︸︸ ︷

1 — · · · — 1 — 0 — 0 — · · ·
|
1

(2) In case Q has infinite paths, for each i ≥ 0, denote by Ni,∞ the sincere indecom-
posable representation in rep(Q) with dimension vector indicated as follows :

1 —

i times
︷ ︸︸ ︷

2 — 2 — · · · — 2 — 1 — · · · — 1 — · · ·
|
1

The following result describes the indecomposable representations in rep+(Q).

5.19. Proposition. Let Q be a quiver of type D∞. If M is an indecomposable

representation in rep+(Q), then

(1) M ∼=M(w) with w a string having no left infinite path, or

(2) M ∼= Ni,j with i ≥ 0 and j ≥ 1, or
(3) M ∼= Ni,∞ with i ≥ 0, and this occurs if and only if Q has right infinite paths.

Proof. We may assume that Q is canonical. Let M be an indecomposable rep-
resentation in rep+(Q). If one of the vertices 0, 1 is not in suppM , then M is
an indecomposable representation of a quiver of type A∞. By Proposition 5.9,
M =M(w), where w is a string without left infinite paths.

Suppose that 0, 1 ∈ suppM . If M is finite dimensional, then it is an indecom-
posable representation of suppM . Since suppM is of type Dn, it is well known that
M ∼= Ni,j for some i ≥ 0 and j ≥ 1 ; see, for example, [1, p. 299]. Assume that
M is infinite dimensional. Since M is indecomposable, suppM = Q. By Corollary
1.7, Q contains a right infinite path which we assume starts in a vertex a ≥ 3. By
Theorem 1.12(1),M is projective restricted to a co-finite successor-closed subquiver
Σ of Q. By the dual of Lemma 1.10, we may assume that the vertices x with x ≤ a
are not in Σ . Let b be maximal such that b lies in the top-support of M

Σ
, and let

Ω be the full subquiver of Q generated by the vertices x with 0 ≤ x ≤ b. Then
Ω contains the top-support of M

Σ
and is predecessor-closed in Q since b > a. By

Theorem 1.13(1), M
Ω
is an indecomposable sincere representation of Ω . Since Ω is

of type Db+1, it is well known that there exists some r with 0 ≤ r ≤ b− 2 such that
dimM(x) = 2 for any 2 ≤ x < 2 + r and dimM(y) = 1 if y < 2 or 2 + r ≤ y ≤ b.
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In particular, dimM(b) = 1. Let c be an arbitrary vertex with c > b. Applying
the same argument to the full subquiver of Q generated by the vertices x with
0 ≤ x ≤ c, we see that dimM(c) = 1. This shows that M ∼= Nr,∞. The proof of
the proposition is completed.

Remark. The preceding result says particularly that if M is an indecomposable
representation in rep+(Q), then dimM(x) ≤ 2 for all x ∈ Q0.

As for the two other types, the study of quasi-simple representations is essential
in the description of the Auslander-Reiten components of rep+(Q).

5.20. Lemma. Let Q be a quiver of type D∞. If Γ is a regular component of

Γ rep+(Q), then every vertex in Q lies in the support of at most two quasi-simple

representations in Γ .

Proof. Fix x ∈ Q0. Let Γ be a regular component of Γ rep+(Q) with a sectional path

Ln // Ln−1
// · · · // L1, where L1 is quasi-simple. In view of the shape of Γ

described in Theorem 4.14, we see that τ iL1 ∈ Γ , for i = 1, . . . , n− 1. Now an easy

induction on n shows that dimLn(x) =
∑n−1

i=0 dim τ iL1(x).

Suppose that Γ contains some distinct quasi-simple representations N1, N2, and
N3 such that Ni(x) 6= 0, for i = 1, 2, 3. With no loss of generality, we may assume
that N3 = τsN1 and N2 = τrN1 with 0 < r < s. Then Γ contains a sectional path

Ms+1
// Ms

// · · · // M1 = N1. This yields

dimMs+1(x) =
∑s
i=0 dim τ iN1(x) ≥ dimN1(x) + dimN2(x) + dimN3(x) ≥ 3,

which is contrary to Proposition 5.19. The proof of the lemma is completed.

5.21. Lemma. Let Q be a canonical quiver of type D∞, and let w be a finite string

with 3 ≤ s(w) ≤ e(w). If there exist arrows α, β such that βwα or β−1wα−1 is a

string, then M(w) is a regular representation.

Proof. Write a = s(w) and b = e(w). First, suppose that Q has a string βwα with
α, β being arrows. Then α is the arrow (a− 1)→ a and β is the arrow b→ (b+1).
Applying Lemma 2.12(1) to the unique infinite acyclic walk in Q starting with β,
we see that either M(w) is left stable or τnM(w) is pseudo-projective for some
integer n ≥ 0. In particular, M(w) is not preprojective.

For each integer j ≥ 1, consider the indecomposable representation Nb−1,j as
defined in Notation 5.18(1). We may assume that Nb−1,j(x) = k2 for 2 ≤ x ≤ b,
Nb−1,j(b + 1) = k, and Nb−1,j(γ) = 1I for each arrow γ : x → y with 2 ≤ x, y ≤ b.
Since Nb−1,j is indecomposable, the map Nb−1,j(β) is surjective with a non-zero
kernel ϕ : k → k2. On the other hand, M(w)(x) = k for each vertex x appearing
in w, and M(w)(γ) = 1I for each arrow γ such that γ or γ−1 is an edge in w. For
x ∈ Q0, we set f(x) = ϕ if w passes through x; and otherwise, f(x) = 0. By
definition, Nb−1,j(β) f(b) = 0 = f(b + 1)M(w)(β), and since M(w)(a − 1) = 0,
we have Nb−1,j(α)f(a − 1) = 0 = f(a)M(w)(α). Moreover, if γ : x → y is an
arrow such that γ or γ−1 is an edge in w, then a ≤ x, y ≤ b, and in this case, we
have Nb−1,j(γ) f(x) = ϕ = f(y)M(w)(γ). This verifies that f = {f(x) | x ∈ Q0}
is a non-zero morphism in rep+(Q) from M(w) to Nb−1,j . Since the Nb−1,j with
j ≥ 1 are pairwise non-isomorphic, by Proposition 4.10(2),M(w) is not preinjective.
That is, M(w) is regular.
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Next, suppose that Q has a string β−1wα−1 with α, β being arrows. Then we
deduce from Lemma 2.13(1) that M(w) is not preinjective. Moreover, in a dual
manner, we can show that there exists a non-zero morphism from Nb−1,j to M(w)
for each j ≥ 1. Therefore, M(w) is not preprojective by Proposition 4.10(1). That
is, M(w) is regular. The proof of the lemma is completed.

We are ready to describe the connected components of Γ rep+(Q) in the D∞-case.
By Theorems 4.6 and 4.7, we need only to concentrate on the regular components.

5.22. Theorem. Let Q be a quiver of type D∞. Then Γ rep+(Q) consists of the pre-

projective component, at most one preinjective component, and exactly one regular

component which is of shape ZA∞, NA∞, or N−A∞ in case Q has no infinite path,

has left infinite paths, or has right infinite paths, respectively.

Proof. Observing that Q+ is empty or connected, we deduce easily the first two
parts of the statement from Theorems 4.6 and 4.7. For proving the last part, assume
that Q is canonical. If Q has a vertex x with x > 2 which is a middle point of some
path, then Sx is regular by Lemma 5.21. Otherwise, every arrow α not attached to
2 is a maximal path, and by Lemma 5.21 again, M(α) is regular. This shows that
Γ rep+(Q) has at least one regular component Γ . If Q has no infinite path, then Γ is
of shape ZA∞ by Corollary 4.16. If Q has left infinite paths, then every left infinite
acyclic walk in Q is an almost-path, and hence, Γ is of shape NA∞ by Theorem
4.17(2). If Q has right infinite paths, then every right infinite acyclic walk in Q is
an almost-path, and therefore, Γ is of shape N−A∞ by Theorem 4.17(1).

It remains to show that Γ is the only regular component of Γ rep+(Q). For this
purpose, we fix a vertex a > 2 in such a way that a is a source vertex if Q has no
infinite path, and otherwise, a is a middle point of an infinite path. Denote by Σ

the full subquiver of Q generated by the vertices x ≥ a. Observe that Σ is a quiver
of type A∞, which will become canonical if one replaces x by x − a. Let ΣR and
ΣL be the sets of paths in Σ as defined in Notation 5.3, each of them is equipped
with a source-translation written as σ

R
for ΣR and σ

L
for ΣL.

Consider first the case where Q has no left infinite path. Then Γ is of shape ZA∞

or N−A∞. In particular, Γ is left stable. By Lemma 3.6, all but at most one quasi-
simple representations in Γ are finite dimensional. By Lemma 5.20, Γ contains a
finite dimensional quasi-simple representation M such that supp τ iM ⊆ Σ\{a} for
all i ≥ 0. In particular, the τ iM are finite dimensional representations in rep+(Σ).
For each i ≥ 0, consider the almost split sequence

ηi : 0 // τ i+1M // Ei // τ iM // 0

in rep+(Q). We claim that ηi is an almost split sequence in rep+(Σ). Indeed,
assume that Q has a right infinite path. Then Σ is a right infinite path with a
being the source vertex. For x, y ≥ a, we denote by px,y the path in Σ from x to
y. Then M = M(p r,s) for some s ≥ r > a. In view of Lemma 2.5, we see that
τ iM = M(p r+i,s+i), and in particular, ηi lies in rep+(Σ) for all i ≥ 0. Hence, our
claim follows. Assume that Q has no infinite path. Then a is a source vertex in
Q. In particular, Σ contains the predecessors of the successors of the vertices in
suppτ iM , for all i ≥ 0. By Proposition 2.16(1), ηi is an almost split sequence in
rep+(Σ), for all i ≥ 0. This establishes our claim. In particular, τ i

Σ
M = τ iM , for

all i ≥ 0. Since E0 is indecomposable in rep+(Σ ), by Proposition 5.12, there exists
a double-hook (q, β, p) in Σ such that M =M(p). By Lemma 5.6, either p, q ∈ ΣR
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or p, q ∈ ΣL. Since M is left stable in Γ rep+(Σ), by Proposition 5.15, the second
case occurs. Applying Lemma 5.14(1), we have

M(σ−i
L

(p)) = τ i
Σ
M(p) = τ i

Σ
M = τ iM ∈ Γ ,

for all i ≥ 0. Similarly, if Γ ′ is another regular component of Γ rep+(Q), then there

exists some p′ ∈ ΣL such that M(σ−i
L

(p′)) ∈ Γ ′ for all i ≥ 0. Since p, p′ both lie in
ΣL, there exists some t ∈ Z such that p′ = σt

L
(p). As a consequence, Γ intersects

Γ ′, and hence Γ = Γ ′.
Consider now the case where Q has left infinite paths. Then, Γ is of shape

NA∞. In particular, Γ contains pseudo-projective but no infinite dimensional rep-
resentations. On the other hand, Q has no right infinite path. By the dual of what
we have just proved, Γ rep−(Q) has a unique regular component C which contains
infinite dimensional representations. By Proposition 4.12(2), Γ is obtained from C
by deleting the infinite dimensional representations. Thus Γ is the unique regular
component of Γ rep+(Q). The proof of the theorem is completed.

To sum up, we have obtained the following result; compare [37, (3.10)].

5.23. Corollary. If Q is an infinite Dynkin quiver, then Γrep+(Q) has at most four

connected components and at most two are regular components.

6. Number of regular components

As seen in the preceding section, the Auslander-Reiten quiver Γ rep+(Q) of rep
+(Q)

has at most two regular components in the infinite Dynkin-case. To the contrary,
the main objective of this section is to show that Γ rep+(Q) has always infinitely
many regular components provided that Q is not of finite or infinite Dynkin type.
The following result is essential for this purpose.

6.1. Lemma. Let Σ be a finite subquiver of Q. If M is a regular representation in

rep(Σ), then it is a regular representation in rep+(Q).

Proof. Let M be a regular representation in Γ rep(Σ)). It is well known that the
regular components of Γ rep(Σ) are stable tubes or of shape ZA∞. Thus rep(Σ)
admits an infinite chain of irreducible epimorphisms

· · · // Mi

fi // Mi−1
// · · · // M1

f1 // M

and an infinite chain of irreducible monomorphisms

M
g1 // N1

// · · · // Ni−1
gi // Ni // · · · .

In particular, Hom(Mi,M) 6= 0 and Hom(M,Ni) 6= 0, for every i ≥ 1. By the
first two statements of Proposition 4.10, M is regular in rep+(Q). The proof of the
lemma is completed.

6.2. Lemma. If Q is infinite, then every regular component of Γ rep+(Q) has at most

finitely many representations supported by any given finite full subquiver of Q.

Proof. Let Q be infinite with a finite full subquiver Σ . Assume that Γ is a regular
component of Γ rep+(Q) containing infinitely many representations Mj with j ≥ 0

such that suppMj ⊆ Σ . Since Σ is finite, we may assume that suppMj = Σ for all
j ≥ 0. Setting nj to be the quasi-length ofMj, we deduce from Proposition 2.14(2)
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that the nj are pairwise distinct. In particular, we may assume that nj > 0 for all
j > 0. By Theorem 4.14, Γ is of shape ZA∞, NA∞ or N−A∞. Thus, for each j > 0,
there exists in rep+(Q) a chain of irreducible epimorphisms of length nj − 1 from
Mj to a quasi-simple representation Nj , and a chain of irreducible monomorphisms
of length nj − 1 from τnj−1Nj to Mj . As a consequence, the Nj and the τnj−1Nj
with j > 0 are all supported by Σ . Since the nj are pairwise distinct, the set
Y = {Nj, τnj−1Nj | j ≥ 0} is infinite. Since Σ is finite, Y contains infinitely
many quasi-simple representations having the same support. This is contrary to
Proposition 2.14(2). The proof of the lemma is completed.

Recall that a trivially valued translation quiver is called a stable tube of rank
n(> 0) if it is of shape ZA∞/<τ

n>, and a stable tube of rank one is called a
homogeneous tube. The following result seems to be well known. However, to the
best of our knowledge, it is not explicitly stated anywhere. For this reason, we
include a proof which is suggested by Kerner.

6.3. Proposition. Let Q be a finite connected quiver without oriented cycles.

(1) If Q is of Euclidean type, then Γ rep(Q) has infinitely many homogeneous tubes.

(2) If Q is not of Dynkin type, then Γ rep(Q) has infinitely many regular components.

Proof. (1) Let Q be of Euclidean type. The regular components of Γ rep(Q) are
pairwise orthogonal stable tubes; see [16]. Assume that Q has only two vertices a, b.
Then Q is the Kronecker quiver K with exactly two arrows α, β from a to b. Note
that the regular components of Γ rep(K) are all homogeneous tubes; see [16]. Denote
by P the set of monic irreducible polynomials over k, which is known to be infinite.
For each p ∈ P, define Mp ∈ rep(K) by setting Mp(a) = Mp(b) = k[x]/<p>,
Mp(α) = 1I, and Mp(β) to be the multiplication by the class x̄ ∈ k[x]/<p>. Having
a dimension vector of the form (t, t), the representation Mp is regular; see [16],
and quasi-simple since End(Mp) ∼= K[x]/<p>. Moreover, the Mp with p ∈ P are
pairwise orthogonal, and hence lie in pairwise different components of Γ rep(K).

Assume now that Q has n (> 2) vertices and Statement (1) holds for any Eu-
clidean quiver of n − 1 vertices. Then Γ rep(Q) has at least one stable tube T of
rank r > 1; see [16, Section 6]. Choose a quasi-simple representation S in T . The
perpendicular category S⊥, that is the full additive subcategory of rep(Q) gene-
rated by the representations L with Hom(S,L) = Ext1(S,L) = 0, is equivalent to
rep(Q′), where Q′ is an Euclidean quiver of n − 1 vertices; see [20, (10.1)]. Thus,
the Auslander-Reiten quiver of S⊥ has infinitely many homogenous quasi-simple
representations Si with i ≥ 1. Since Ext1(Si, Si) 6= 0, we see that Si lies in a stable
tube Ti of Γ rep(Q). If Ti = T for some i then, since End(Si) is divisible, the quasi-
length of Si is at most r. Thus we may assume Ti 6= T , for all i ≥ 1. Consider, for
each i ≥ 1, an almost split sequence

ηi : 0 // Si // Ei
gi // Si // 0

in S⊥. Let f : L → Si be a non-retraction morphism in rep(Q) with L ∈ Γ rep(Q).

Then L lies in Ti or L is preprojective. In the first case, L ∈ S⊥ since Ti 6= T , and
hence, f factors through gi. In the second case, consider a pull-back diagram

0 // Si // E

��

// L
f
��

// 0

0 // Si // Ei
gi // Si // 0
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in rep(Q). Since Ext1rep(Q)(L, Si)
∼= DHomrep(Q)(Si, τL) = 0, the upper row splits.

Thus f factors through gi. This shows that ηi is an almost split sequence in rep(Q).
Consequently, the Ti with i ≥ 1 are all homogenous tubes of Γ rep(Q).

(2) Let Q be of non-Dynkin type. By Statement (1), we may assume that Q is
wild. Then every regular component of Γ rep+(Q) is of shape ZA∞; see [40]. Consider
first the case where Q has only two vertices. We may assume that Q consists of
the above-mentioned Kronecker quiver K and possibly some extra arrows from
a to b. Then rep(K) is a full additive subcategory of rep(Q) generated by the
representations annihilated by the arrows other than α, β. By Lemma 6.1, the Mp

with p ∈ P are regular representations in Γ rep(Q). Suppose that Mq is not quasi-
simple in Γ rep(Q) for some q ∈ P. Then rep(Q) has an irreducible epimorphism
f :Mq → N . It is easy to verify that N is annihilated by the arrows other than α, β,
and thus f is an irreducible epimorphism in rep(K). This contradicts the fact that
Mq is quasi-simple in Γ rep(K). Therefore, the Mp with p ∈P are all quasi-simple
in Γ rep(Q). Suppose on the contrary that Γ rep(Q) has only finitely many regular
components. Being quasi-simple, theMp with p ∈P are contained in finitely many
τ -orbits of Γ rep(Q). Therefore, P contains infinitely many pi with i ≥ 1 such that
the Mpi lie in the the same τ -orbit of Γ rep(Q). Write Mi =Mpi , for all i ≥ 1. Since

M1 is regular, there exists some s > 0 such that Hom(M1, τ
iM1) 6= 0 for every

i ≥ s; see [28, (1.3)]. In particular, Mj = τnjM1 with nj ≤ s, for all j ≥ 1. Then
there exists some r > 1 such that nr < −s, that is, −nr > s. This yields

Hom(Mr,M1) = Hom(τnrM1,M1) ∼= Hom(M1, τ
−nrM1) 6= 0,

contrary to the fact that the Mp are pairwise orthogonal. Assume now that Q has
n (> 2) vertices and Statement (2) holds for any non-Dynkin quiver of n−1 vertices.
Let Q′ be a non-Dynkin connected full subquiver of Q with n − 1 vertices. Then,
Γ rep(Q′) has infinitely many regular representations Ni with i ≥ 1. By Lemma 6.1,
the Ni are regular representations in Γ rep(Q). Since the Ni are not sincere, they are
distributed in infinitely many regular components of Γ rep(Q); see [28, (1.3)]. The
proof of the proposition is completed.

6.4. Theorem. If Q is a connected strongly locally finite quiver, then Γ rep+(Q) has

only finitely many regular components if and only if Q is of finite or infinite Dynkin

type.

Proof. Let Q be a connected strongly locally finite quiver. If Q is of finite Dynkin
type, then Γ rep+(Q) has no regular component. If Q is of infinite Dynkin type,
then Γ rep+(Q) has at most two regular components by Corollary 5.23. For proving

the necessity, by Proposition 6.3, we only need to consider the case where Q is
infinite but not of infinite Dynkin type. Then Q contains a connected finite full
subquiver Σ of non-Dynkin type. By Proposition 6.3, Γ rep+(Σ) contains infinitely

many regular representations Mi with i ≥ 1. By Lemma 6.1, the Mi are regular
representations in Γ rep+(Q). By Lemma 6.2, they are distributed in infinitely many

regular components of Γ rep+(Q). The proof of the theorem is completed.

To conclude this section, we shall show that any of the four types of regular
components may appear infinitely many times. For this purpose, we need the
following lemma.



58 RAYMUNDO BAUTISTA, SHIPING LIU, AND CHARLES PAQUETTE

6.5. Lemma. Suppose that Q is infinite and connected. Let M be a representation

in Γ rep+(Q) such that suppM ⊆ supp(τnM) for some n > 0. If Q has left infinite

paths, then τmM is pseudo-projective for some m ≥ n.

Proof. Let p be a left infinite path in Q. By Proposition 3.6, τnM is finite di-
mensional. Since Q is connected, there exists a right infinite acyclic walk w which
intersects supp(τnM) only at s(w) and ends with the inverse of a left infinite subpath
of p. In particular, all but finitely many edges in w are inverses of arrows. Assume
that w starts with the inverse of an arrow, then w−1 is an infinite acyclic walk which
ends with an arrow and intersects supp(τnM) only at e(u−1). By Lemma 2.13(2),
suppM contains some vertex lying in w−1 but different from e(w−1) = S(w), which
is absurd since supp(τnM) ⊇ suppM . Thus, w starts with an arrow. By Lemma
2.12(2), DTrmM is infinite dimensional for some m > n, that is, τm−1M is a
pseudo-projective representation in Γ . The proof of the lemma is completed.

6.6. Theorem. Let Q be a connected strongly locally finite quiver which is infinite

but not of infinite Dynkin type.

(1) If Q has no infinite path, then Γ rep+(Q) has infinitely many regular components

of shape ZA∞.

(2) If Q has left infinite but no right infinite paths, then Γ rep+(Q) has infinitely

many regular components of shape NA∞.

(3) If Q has right infinite but no left infinite paths, then Γ rep+(Q) has infinitely

many regular components of shape N−A∞.

(4) If Q has both left infinite paths and right infinite paths, then Γ rep+(Q) has in-

finitely many regular components of wing type.

Proof. Statement (1) is an immediate consequence of Theorem 6.4 and Corollary
4.16. For proving the rest of the theorem, let Σ be a wild finite full subquiver of Q.
Then Γrep(Σ) contains infinitely many regular representations Mi with i ≥ 1 such

that Mi, τΣMi, and τ
−
Σ
Mi are all sincere representations of Σ ; see [28, (1.3)]. By

Lemma 6.1, each Mi lies in a regular component Γ i of Γ rep+(Q). By Lemma 6.2,

the Γ i with i ≥ 1 are pairwise distinct.
Assume that Q has left infinite path. We claim that none of the Mi is left

stable in Γ rep+(Q). Indeed, let i ≥ 1 be such that τMi ∈ Γ i. Then τMi is finite
dimensional. Choose Ω to be a finite connected full subquiver of Q containing the
support ofMi⊕ τMi. Then τΩMi = τMi. Since Σ = suppMi ⊆ Ω , the path algebra
kΣ is a quotient of the path algebra kΩ . By Lemma 5.2 stated in [1, Chapter VIII],
τ
Σ
Mi is a sub-representation of τ

Ω
Mi. This yields

suppMi = supp(τ
Σ
Mi) ⊆ supp(τ

Ω
Mi) = supp(τMi).

By Lemma 6.5(2), DTrrMi is infinite dimensional in rep(Q) for some r > 0. That is,
Mi is not left stable in Γ rep+(Q). This establishes our claim. Dually, we may show
that if Q has right infinite paths, then none of the Mi is right stable in Γ rep+(Q).

Now suppose that Q has left infinite but no right infinite paths. Then Γ rep+(Q)

has no infinite dimensional representation. By Theorem 4.14, the Γ i are all of shape
ZA∞ or NA∞. By the above claim, none of the Γ i are left stable. Hence, the Γ i
with i ≥ 1 are all of shape NA∞. This proves Statement (2). Dually, Statement (3)
holds true. Finally, suppose that Q has both left infinite paths and right infinite
paths. As seen above, each of the Mi with i ≥ 1 is neither left stable nor right
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stable. By Theorem 4.14(4), the Γ i are all finite wings. The proof of the theorem
is completed.

7. The bounded derived categories

The main objective of this section is to study the Auslander-Reiten theory in
Db(rep+(Q)), the derived category of the bounded complexes in rep+(Q). Making
use of the previously obtained results for rep+(Q), we shall be able to give a complete
description of its Auslander-Reiten components of Db(rep+(Q)).

We begin with an arbitrary hereditary abelian category H. Let Db(H) stand for
the derived category of the bounded complexes in H. It is well known that Db(H)
is a triangulated category whose translation functor is the shift functor denoted
by [1]. If f : X → Y is a morphism in Db(H) and i ∈ Z, then we call X [i] and
f [i] : X [i]→ Y [i] the shifts by i of X and f , respectively. As usual, we shall regard
H as a full subcategory of Db(H) by identifying an object X ∈ H with the stalk
complex X [0]. It is important to observe that each object in Db(H) is a finite direct
sum of the stalk complexes X [i], where X ∈ H and i ∈ Z. Moreover, for X,Y ∈ H,
HomDb(H)(X [i], Y [j]) 6= 0 only if i ≤ j ≤ i+ 1; see [34, (3.1)]. Now, let

∆ : X
f

// Y
g

// Z
h // X [1]

be an exact triangle in Db(H). One callsX the starting term and Z the ending term
of ∆. We say that ∆ is an almost split triangle if f is minimal left almost split and
g is minimal right almost split; compare [21]. For various equivalent conditions,
we refer the reader to [29, (2.6)]. One says that Db(H) has left (respectively,
right) almost split triangles if every indecomposable object in Db(H) is the starting
(respectively, ending) term of an almost split triangle, and that Db(H) has almost
split triangles if it has left and right almost split triangles.

The following result tells us how the minimal almost split morphisms in Db(H)
are related to those in H.

7.1. Lemma. Let X,Y, and Z be objects in H.

(1) If (f, η)T : X → Y ⊕ Z[1] is a minimal left almost split morphism in Db(H),
then f : X → Y is a minimal left almost split morphism in H.

(2) If (g, ζ) : Y ⊕Z[−1]→ X is a minimal right almost split morphism in Db(H),
then g : Y → X is a minimal right almost split morphism in H.

(3) If ξ : X → Y [1] is an irreducible morphism in Db(H), then X is injective and

Y is projective.

Proof. Let (f, η)T : X → Y ⊕ Z[1] be a minimal left almost split morphism in
Db(H). It is evident that f : X → Y is left minimal and is not a section. Suppose
that u : X →M is a non-section morphism in H. Then u factors through (f, η)T in
Db(H). Since HomDb(H)(Z[1],M) = 0, we see that u factors through f in H. This

proves Statement (1). In a dual manner, we can establish Statement (2). Finally,
suppose that ξ : X → Y [1] is an irreducible morphism in Db(H). Let

0 // X
u // M

v // N // 0

be a short exact sequence in H. Since Ext2H(N, Y ) = 0, there exists some morphism
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δ : M → Y [1] in Db(H) such that ξ = δ ◦ u. Since HomDb(H)(Y [1],M) = 0, we

see that δ is not a retraction in Db(H). Thus u is a section in Db(H), and hence
a section in H. Since H is abelian, this shows that X is injective. Dually, one can
show that Y is projective. The proof of the lemma is completed.

The following result relates the almost split triangles in Db(H) to the almost
split sequences in H. This was first established by Happel in the case where H is
the category of finite dimensional representations of a finite acyclic quiver; see [21,
(5.4)]. Observe that our approach is very much different from Happel’s.

7.2. Theorem. Let H be a hereditary abelian category.

(1) If 0 // X // Y // Z // 0 is an almost split sequence in H, then it induces

an almost split triangle X // Y // Z // X [1] in Db(H).

(2) If S is a simple object in H with a projective cover P and an injective hull I,

then Db(H) has an almost split triangle as follows :

I // (I/S)⊕ (radP ) [1] // P [1] // I[1].

(3) Every almost split triangle in Db(H) is a shift of an almost split triangle stated
in the above two statements.

Proof. (1) Let H have an almost split sequence η : 0 // X
f

// Y
g

// Z // 0.

It induces an exact triangle ∆ : X
f
// Y

g
// Z

η
// X [1] in Db(H). Since g is

right minimal in H, it is right minimal in Db(H). We claim that each non-zero
non-retraction morphism ζ : M → Z in Db(H) factors through g. Indeed, we may
assume that ζ = (h, ξ) : M ⊕ N [−1] → Z, where M,N ∈ H. Then h is a non-
retraction morphism in H, and hence it factors through g in H. On the other hand,
since HomDb(H)(L[−1], X [1]) = 0, we have η ξ = 0, and thus ξ factors through g

in Db(H). This proves that g is minimal right almost split in Db(H). Hence, ∆ is
almost split; see [29, (2.6)].

(2) Let S be a simple object in H with a projective cover ε : P → S and an
injective hull ι : S → I. In view of Lemma 2.1, we see that P and I are strongly
indecomposable. Setting h = ι ε, we get an exact triangle

(∗) I[−1]
f

// M
g

// P
h // I

in Db(H). Let µ : X → P be a non-zero non-retraction morphism in Db(H). We

may assume that µ = (u, δ) : Y ⊕ Z[−1]→ P , where Y, Z ∈ H. Then u : Y → P is
a non-retraction morphism in H. Thus εu = 0, and hence, hu = 0. On the other
hand, since HomDb(H)(Z[−1], I) ∼= Ext1H(Z, I) = 0, we have hδ = 0. This implies

that hµ = 0, and consequently, µ factors through g. Therefore, g is right almost split
in Db(H). Since I[−1] is strongly indecomposable, (∗) is an almost split triangle
in Db(H); see [29, (2.6)]. Furthermore, we may assume that M = N ⊕ L[−1],
where N,L ∈ H. Write f = (f1, v[−1])T and g = (w, g1), where v : I → L and
w : N → P are morphisms in H. By Lemma 7.1, v is minimal left almost split, and
w is minimal right almost split. Hence, N ∼= radP and L ∼= I/S.

(3) Let ∆ : X
f
// Y

g
// Z

h // X [1] be an almost split triangle in Db(H). Up

to a shift, we may assume that X ∈ H. Since g is right minimal, we may assume
that Y = M ⊕ N [1] with M,N ∈ H. Write f = (u, ζ)T : X → M ⊕ N [1] with
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u : X → M a morphism in H, and g = (ξ, v) : M ⊕N [1]→ Z. By Lemma 7.1(1),
u : X →M is minimal left almost split in H.

Consider first the case where X is not injective in H. Then H has a non-section
monomorphism X → L, which factors through u. In particular, u is a minimal left
almost split monomorphism in H. Then H has an almost split sequence

ζ : 0 // X
u // M

w // N // 0;

see, for example, [6, (2.13), (2.14)]. By Statement (1), X
u // M

w // N
ζ
// X [1]

is an almost split triangle Db(H), which is isomorphic to ∆. In other words, ∆ is
of the form as stated in Statement (1).

Consider next the case where X = I, an injective object in H. Then u : I →M
is a minimal left almost split epimorphism in H. Let q : S → I be the kernel of
u. By Lemma 2.1(2), S is simple with q being its injective hull, and M ∼= I/S.
Suppose that Z ∈ H. Then v = 0 and ξu = −vζ = 0. Since u : X → M is an
epimorphism in H, we get ξ = 0, and hence g = 0. As a consequence, h : Z → I[1]
is a section, which is impossible since HomDb(H)(I[1], Z) = 0. This shows that

Z 6∈ H. Since h 6= 0 and Z is indecomposable, Z = P [1] for some P ∈ H. Then,
h = s[1] and v = j[1], where s : P → I and j : N → P are morphisms in H. Now

∆[−1] : I[−1]
f [−1]

// Y [−1]
g[−1]

// P
s // I,

is an almost split triangle in Db(H), where g[−1] = (ξ[−1], j) : M [−1]⊕ N → P .
By Lemma 7.1(2), j : N → P is minimal right almost split in H. If P is not
projective, then we can show that ∆[−1] is isomorphic to an almost split triangle
induced from an almost split sequence in H ending with P . In particular, I[−1] is
isomorphic to an object in H, which is absurd. Thus P is projective. Therefore,
j : N → P is a minimal right almost split monomorphism. Let ε : P → T be the
cokernel of j. By Lemma 2.1(1), T is simple with ε being its projective cover and
N ∼= radP . Moreover, since s ◦ g[−1] = 0 and fs = 0, we have sj = 0 and us = 0.
This yields a factorization s = qp ε, where p : T → S is a non-zero morphism in H.
Since T, S are simple, p is an isomorphism. That is, ∆ is of the form as stated in
Statement (2). The proof of the theorem is completed.

Combining Theorem 7.2 and Corollary 2.2 yields immediately the following con-
sequence. In the Hom-finite case, this is a result of Reiten and Van Den Bergh,
which is stated without a complete proof in [39, (I.3.2)].

7.3. Corollary. If H is an arbitrary hereditary abelian category, then

(1) Db(H) has left almost split triangles if and only if H is left Auslander-Reiten

and the socle of any indecomposable injective object has a projective cover ;

(2) Db(H) has right almost split triangles if and only if H is right Auslander-Reiten

and the top of any indecomposable projective object has an injective hull.

From now on, we shall specialize our previous results to the case where H is
an abelian full subcategory of rep(Q). First of all, combining Theorems 2.8 and
7.2, we get immediately the following description of certain almost split triangles
in Db(rep(Q)).

7.4. Theorem. Let Q be a strongly locally finite quiver, and let M ∈ rep(Q) be

indecomposable.
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(1) If M ∈ rep+(Q) is not projective, then Db(rep(Q)) has an almost split triangle

DTrM // N // M // (DTrM)[1].

(2) If M ∈ rep−(Q) is not projective, then Db(rep(Q)) has an almost split triangle

M // N // TrDM // M [1].

(3) If x ∈ Q0, then D
b(rep(Q)) has an almost split triangle

Ix // Ix/Sx ⊕ (radPx) [1] // Px[1] // Ix[1].

The rest of the section is devoted to our main objective, that is, to study the
Auslander-Reiten theory in Db(rep+(Q)). We begin with a complete description of
its almost split triangles.

7.5. Theorem. Let Q be a strongly locally finite quiver, and let M ∈ rep+(Q) be

indecomposable.

(1) If M is neither projective nor pseudo-projective, then Db(rep+(Q)) has an al-

most split triangle DTrM // N // M // (DTrM)[1] .

(2) If M is finite dimensional and not injective, then Db(rep+(Q)) has an almost

split triangle M // N // TrDM // M [1] .

(3) If x is a vertex in Q+, then Db(rep+(Q)) has an almost split triangle

Ix // Ix/Sx ⊕ (radPx) [1] // Px[1] // Ix[1].

(4) Every almost split triangle in Db(rep+(Q)) is a shift of an almost split triangle

stated in the above three statements.

Proof. The first three statements follow immediately from Theorems 2.8 and 7.2.

Now consider an almost split triangle ∆ : L // M // N // L[1] inDb(rep+(Q)).

Up to a shift, we may assume that L ∈ rep+(Q). If ∆ is induced from an almost
split sequence in rep+(Q), then it is of the form stated in Statement (1) or (2).
Otherwise, by Theorem 7.2, N = Px[1] for some x ∈ Q0 and L is the injective hull
of Sx in rep+(Q). By Proposition 1.16(3), x ∈ Q+, and hence L ∼= Ix. That is, ∆
is of the form as stated in Statement (3). The proof of the theorem is completed.

Next, we want to describe the irreducible morphisms in Db(rep+(Q)). Being
non-zero, they are of the form f : M [i] → N [i] or ζ : M [i] → N [i + 1], where
M,N ∈ rep+(Q) and i ∈ Z. It is evident that we need only to study the irreducible
morphisms of the second kind.

7.6. Lemma. Let M,N be representations in rep+(Q). If M is indecomposable,

then Db(rep+(Q)) has an irreducible morphism η : M → N [1] if and only if there

exists some x ∈ Q+ such that M ∼= Ix and N is a direct summand of radPx.

Proof. Suppose that M is indecomposable. The sufficiency follows easily from
Theorem 7.5(3). Let η : M → N [1] be an irreducible morphism in Db(rep+(Q)).

We claim that M is finite dimensional. Indeed, by Lemma 7.1(3) and Proposition
1.16, N has some Py with y ∈ Q0 as a direct summand. Then Db(rep+(Q)) has an
irreducible morphism ζ :M → Py[1]; see [9, (3.2)]. By Theorem 7.4(3), Db(rep(Q))
has an almost split triangle

Iy // Iy/Sy ⊕ (radPy) [1]
(θ, q)

// Py[1] // Iy[1].
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Since ζ is not a retraction in Db(rep(Q)), we have ζ = θf+qξ, where f :M → Iy/Sy
is a morphism in rep(Q) and ξ : M → (radPy) [1] is a morphism in Db(rep(Q)).
The composition of θ and f is given by a pull-back diagram

θf : 0 //Py // L

��

//M

f
��

// 0

θ : 0 //Py // U // Iy/Sy // 0

in rep(Q), where L ∈ rep+(Q). Let Σ be the successor-closed subquiver of Q
generated by the vertices in suppL. Restricting the preceding pull-back diagram to
Σ yields a pull-back diagram

θf : 0 // Py // L

��

// M

f
Σ

��

// 0

θ
Σ
: 0 // Py // U

Σ

// (Iy/Sy)Σ // 0

in rep+(Q). That is, we have a factorization ζ = (θ
Σ
, q) (f

Σ
, ξ)T in Db(rep+(Q)).

Since (θ
Σ
, q) : (Iy/Sy)Σ ⊕radPy[1]→ Py[1] is clearly not a retraction, the morphism

(
f
Σ

ξ

)

:M → (Iy/Sy)Σ ⊕ (radPy)[1]

is a section. Then, f
Σ
is a section, and henceM is a direct summand of (Iy/Sy)Σ . On

the other hand, since Σ is top-finite by Lemma 1.6, (Iy/Sy)Σ is finite dimensional,
and so is M . This establishes our claim. Then, by Proposition 1.16 and Lemma
7.1(3), we may assume thatM = Ix with x ∈ Q+. By Theorem 7.5(3), Db(rep+(Q))
has an almost split triangle

Ix // Ix/Sx ⊕ (radPx) [1] // Px[1] // Ix[1].

Since η : Ix → N [1] is an irreducible morphism in Db(rep+(Q)), one has a retraction
(ξ, w) : Ix/Sx ⊕ (radPx) [1] → N [1]. Since HomDb(rep+(Q))(N [1], Ix/Sx) = 0, we
see that w : (radPx) [1] → N [1] is a retraction. As a consequence, N is a direct
summand of radPx. The proof of the lemma is completed.

We are ready to describe the Auslander-quiver ΓDb(rep+(Q)) of Db(rep+(Q)).

Since rep+(Q) is hereditary and abelian, the vertices in ΓDb(rep+(Q)) can be chosen to

be the complexes of the formM [i], and then the arrows are of the formM [i]→ N [i]
or M [i]→ N [i+ 1], where M,N ∈ Γ rep+(Q) and i ∈ Z.

7.7. Lemma. Let Q be a strongly locally finite quiver.

(1) If α :M → N is an arrow in Γ rep+(Q), then it is also an arrow in ΓDb(rep+(Q)).

(2) If β : x → y is an arrow in Q, where x ∈ Q+, then it induces an arrow

[β] : Ix → Py[1] in ΓDb(rep+(Q)).

(3) Each arrow ΓDb(rep+(Q)) is a shift of an arrow stated in the above two state-

ments. In particular, ΓDb(rep+(Q)) has a symmetric valuation.

Proof. First of all, if X is a representation in Γ rep+(Q), then Endrep+(Q)(X) and

EndDb(rep+(Q))(X) have the same residue algebra which we denote by k
X
.

(1) Let M,N ∈ Γ rep+(Q) such that the number of arrows from M to N in

Γ rep+(Q) is dMN
> 0. Since HomDb(rep+(Q))(X [1], N) = 0 for any representation X
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in rep+(Q), we have rad2rep+(Q)(M,N) = rad2Db(rep+(Q))(M,N), and consequently,

irrDb(rep+(Q))(M,N) = irrrep+(Q)(M,N). This yields

dimkM irrDb(rep+(Q))(M,N) = dimkM irrrep+(Q)(M,N)

= dimkN irrrep+(Q)(M,N)

= dimkN irrDb(rep+(Q))(M,N),

from which we see that the valued arrow M → N in ΓDb(rep+(Q)) has a symmetric
valuation (d

MN
, d

MN
), and it is replaced by the d

MN
unvalued arrows in Γ rep+(Q)

from M to N .
(2) Let x ∈ Q+ and y ∈ Q0 be such that the number of arrows in Q from x to y

is dxy > 0. Then Py is a direct summand of radPx. By Lemma 7.6(3), ΓDb(rep+(Q))

has a valued arrow αxy : Ix → Py[1]. Since kIx
∼= k ∼= kPy [1] by Proposition 1.3,

we see that αxy has a symmetric valuation (d, d). On the other hand, dxy is the

maximal integer such that P
dxy
y is a direct summand of radPx. By Lemma 7.6(3),

dxy is the maximal integer such that Db(rep+(Q)) has an irreducible morphism

ζ : Iy → (P
dxy
y )[1]. Hence d = dxy. Therefore, the valued arrow αxy : Ix → Py [1] is

replaced by dxy unvalued arrows from Ix to Py[1], which are indexed by the arrows
in Q from x to y.

Finally, every arrow in ΓDb(rep+(Q)) is a shift of an arrow γ which is of the form

M → N or M → N [1], where M,N ∈ Γ rep+(Q). By Lemma 7.6, γ is as stated in
(1) or (2). The proof of the lemma is completed.

As an immediate consequence of Theorem 7.5, the following result describes the
Auslander-Reiten translation of ΓDb(rep+(Q)) which we write as τ

D
.

7.8. Lemma. If M is a representation lying in Γ rep+(Q), then

(1) τ
D
M is defined if and only if either τM is defined with τ

D
M = τM , or M = Px

for some x ∈ Q+ with τ
D
M = Ix[−1];

(2) τ−
D
M is defined if and only if either τ−M is defined with τ−

D
M = τ−M or

M = Ix for some x ∈ Q+ with τ−
D
M = Px[1].

If Q is connected, then Γ rep+(Q) has a unique preprojective component PQ. By
Lemmas 7.7 and 7.8, ΓDb(rep+(Q)) has a connected component CQ which is obtained

by gluing PQ together with the shifts by −1 of the preinjective components of
Γ rep+(Q) in the following way: for each pair (x, y) with x ∈ Q+ and y an immediate
successor of x in Q, one draws dxy arrows from Ix[−1] to Py, where dxy is the
number of arrows from x to y in Q. We call CQ the connecting component of
ΓDb(rep+(Q)) and describe its shape in the following result.

7.9. Proposition. Let Q be a connected strongly locally finite quiver. The con-

necting component CQ of ΓDb(rep+(Q) embeds in ZQ op. Furthermore,

(1) If Q has no infinite path, then CQ is of shape ZQ op.

(2) If Q has right infinite but no left infinite paths, then CQ is of shape N−∆ with

∆ the right-most section of the preprojective component of Γ rep+(Q).

(3) If Q has left infinite but no right infinite paths, then CQ is isomorphic to a right

stable translation subquiver of ZQ op.

Proof. By Theorem 4.6, the preprojective component PQ of Γ rep+(Q) has a left-most
section PQ generated by the Px with x ∈ Q0 and isomorphic to Q op. If M is a
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preinjective representation in Γ rep+(Q), then it lies in the τ -orbit of some injective

representation Iy with y ∈ Q+. By Lemma 7.8(2), M [−1] lies in the τ
D
-orbit of

Py. This shows that PQ is a section of CQ, and consequently, CQ embeds in ZQop.
(1) Suppose that Q has no infinite path. By Theorem 4.7, Γ rep+(Q) has a unique

preinjective component I of shape N−Q op, while PQ is of shape NQ op by Theorem
4.6(1). Therefore, CQ ∼= ZQ op.

(2) Suppose that Q has right infinite but no left infinite paths. By Theorem 4.7,
Γ rep+(Q) has a unique preinjective component IQ of shape N−Q op, and PQ has a

right-most section ∆ by Theorem 4.6(2). Hence CQ is of shape N−∆.
(3) Suppose that Q has left infinite but no right infinite paths. By Theorem

4.6, the Px with x ∈ Q0 are right stable in Γ rep+(Q), and hence right stable in

ΓDb(rep+(Q)). Containing a section of right stable vertices, CQ is right stable as a

translation quiver. Thus, CQ is isomorphic to a right stable translation subquiver
of ZQ op. The proof of the theorem is completed.

By Lemmas 7.7 and 7.8, a regular component of Γ rep+(Q) remains to be a con-
nected component of ΓDb(rep+(Q)). This yields immediately the following result.

7.10.Theorem. If Q is a connected strongly locally finite quiver, then the connected

components of ΓDb(rep+(Q) are the shifts of the regular components of Γ rep+(Q) and

those of the connecting component CQ.

Remark. The shapes of the connected components of ΓDb(rep+(Q) are described
by Theorem 4.14 and Proposition 7.9.

Example. Let Q be the quiver as follows :

0

��
· · ·

//
−2 //

−1 // 1 // 2 // 3 //
· · ·

Since the representations Px with x ∈ Q0 are all infinite dimensional, the prepro-
jective component of Γ rep+(Q) is of shape Q

op. On the other hand, since Q+ = {0},

we see that Γ rep+(Q) has a unique preinjective component {I0}. Therefore, the

connecting component of ΓDb(rep+(Q)) is as follows :

I0[−1]

%%❑
❑❑

❑❑
oo P0

· · ·
// P3

// P2
// P1

//

::✉✉✉✉✉
P
−1

// P
−2

//
· · ·

Moreover, by Theorem 6.6(4), Γ rep+(Q) has infinitely many regular components of
wing type, and so does ΓDb(rep+(Q)).

In case Q is finite, Happel’s result says that Db(rep+(Q)) has almost split trian-
gles; see [21]. In the infinite case, we are able to find the precise conditions on Q
such that Db(rep+(Q)) has (left, right) almost split triangles.

7.11. Theorem. If Q is a strongly locally finite quiver, then Db(rep+(Q)) has (left,
right) almost split triangles if and only if Q has no (right, left) infinite path.
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Proof. First, we show that Db(rep+(Q)) has left almost split triangles if and only
if Q has no right infinite path. Indeed, the necessity follows immediately from
Corollary 7.3(1) and Theorem 3.7(1). Suppose that Q has no right infinite path.
Then rep+(Q) = repb(Q). By Theorem 3.7(1), rep+(Q) is left Auslander-Reiten. If
I is an injective object in rep+(Q), by Proposition 1.16(2), I = Ix for some x ∈ Q0.
Then the socle of I is Sx which has a projective cover Px in rep+(Q). By Corollary
7.3(1), Db(rep+(Q)) has left almost split triangles.

Next, we claim that Db(rep+(Q)) has right almost split triangles if and only if Q
has no left infinite path. Indeed, by Corollary 7.3(2), Db(rep+(Q)) has right almost
split triangles if and only if rep+(Q) is right Auslander-Reiten and every simple
representation Sx with x ∈ Q0 has an injective hull in rep+(Q), where the second
condition is equivalent to Q = Q+ by Proposition 1.16(3), that is, Q has no left
infinite path. Now the claim follows from Theorem 3.7(2).

Finally, it follows from the above two statements that Db(rep+(Q)) has almost
split triangles if and only if Q has no infinite path. The proof of the theorem is
completed.
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